Preface

It is our pleasure to present the proceedings of the 12th European Conference on Machine Learning (this volume) and the 5th European Conference on Principles and Practice of Knowledge Discovery in Databases (Lecture Notes in Artificial Intelligence 2168). These two conferences were held September 3–7, 2001 in Freiburg, Germany, marking the first time – world-wide – that a data mining conference has been co-located with a machine learning conference.

As Program Committee co-chairs of the two conferences, our goal was to co-ordinate the submission and reviewing process as much as possible. Here are some statistics: a total of 117 papers was submitted to ECML 2001, 78 papers were submitted to PKDD 2001, and 45 papers were submitted as joint papers. Each paper was carefully reviewed by 3 (in exceptional circumstances 2 or 4) members of the Program Committees. Out of the 240 submitted papers, 40 were accepted after the first reviewing round, and 54 were accepted on the condition that the final paper would meet the requirements of the reviewers. In the end, 90 papers were accepted for the proceedings (50 for ECML 2001 and 40 for PKDD 2001).

We were also aiming at putting together a 5-day program that would be attractive, in its entirety, to both communities. This would encourage participants to stay the whole week and thus foster interaction and cross-fertilization. The PKDD 2001 conference ran from Monday to Wednesday, and the ECML 2001 conference from Wednesday to Friday, with the Wednesday program carefully selected to be of interest to a mixed audience. On each day there was an invited talk by an internationally renowned scientist. Tom Dietterich spoke on Support Vector Machines for Reinforcement Learning; Heikki Mannila on Combining Discrete Algorithmic and Probabilistic Approaches in Data Mining; Antony Unwin on Statistification or Mystification, the Need for Statistical Thought in Visual Data Mining; Gerhard Widmer on The Musical Expression Project: A Challenge for Machine Learning and Knowledge Discovery; and Stefan Wrobel on Scalability, Search, and Sampling: From Smart Algorithms to Active Discovery. In addition, there was an extensive parallel program of 11 workshops and 8 tutorials. Two workshops were devoted to results achieved by the participants in the two learning and mining challenges that were set prior to the conferences.

It has been a great pleasure for us to prepare and organize such a prestigious event, but of course we could not have done it without the help of many colleagues. We would like to thank all the authors who submitted papers to ECML 2001 and PKDD 2001, the program committee members of both conferences, the other reviewers, the invited speakers, the workshop organizers, and the tutorial speakers. We are particularly grateful to the workshop chairs Johannes Fürnkranz and Stefan Wrobel; the tutorial chairs Michèle Sebag and Hannu Toivonen; and the challenge chairs Petr Berka and Christoph Helma for their assistance in putting together an exciting scientific program. Many thanks to Michael Keser for his technical support in setting up the CyberChair website, to Richard van de Stadt for developing CyberChair, and to the local team at Freiburg for the organizational support provided. We would also like to thank Alfred
Hofmann of Springer-Verlag for his co-operation in publishing these proceedings. Finally, we gratefully acknowledge the financial support provided by the sponsors; EU Network of Excellence MLnet II, National Institute of Environmental Health Sciences (US), SICK AG, the city of Freiburg, and the Albert-Ludwigs University Freiburg and its Lab for Machine Learning.

Although at the time of writing the event is yet to take place, we are confident that history will cast a favourable eye, and we are looking forward to continued and intensified integration of the European machine learning and data mining communities that we hope has been set in motion with this event.
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An Axiomatic Approach to Feature Term Generalization
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Abstract. This paper presents a missing link between Plotkin’s least general generalization formalism and generalization on the Order Sorted Feature (OSF) foundation. A feature term (or $\psi$-term) is an extended logic term based on ordered sorts and is a normal form of an OSF-term. An axiomatic definition of $\psi$-term generalization is given as a set of OSF clause generalization rules and the least generality of the axiomatic definition is proven in the sense of Plotkin’s least general generalization (lgg). The correctness of the definition is given on the basis of the axiomatic foundation. An operational definition of the least general generalization of clauses based on $\psi$-terms is also shown as a realization of the axiomatic definition.

1 Introduction

A feature term (or $\psi$-term) is an order-sorted logic term, i.e., an extended form of a logic term where functor symbols are ordered sorts. In addition, features (or attribute labels) are added to a sort as argument indicators.

For example, the following two $\psi$-terms describe George and his mother as having the same last name “Bush” and Al and his mother as having the same last name “Gore”:

$$George(\text{last} \Rightarrow Y_1 : Bush, \text{mother} \Rightarrow Barbara(\text{last} \Rightarrow Y_1)),$$

$$Al(\text{last} \Rightarrow Y_2 : Gore, \text{mother} \Rightarrow Pauline(\text{last} \Rightarrow Y_2)).$$

In this example, George, Barbara, Bush, Al, Pauline, and Gore are sort symbols, while last and mother are feature symbols. The variables $Y_1$ and $Y_2$ link George’s and Al’s last names to their mother’s last names.

A goal of a $\psi$-term generalization is to calculate (or induce) the following generic knowledge from the two examples:

$$person(\text{last} \Rightarrow Y : \text{name}, \text{mother} \Rightarrow person(\text{last} \Rightarrow Y))$$
Formally, without syntax sugaring, the schema is represented as

\[ X : \text{person}( \text{last} \Rightarrow Y : \text{name}, \text{mother} \Rightarrow Z : \text{person}(\text{last} \Rightarrow Y : \top)) \]

where \( \top \) is the universal—i.e., the most general—sort, and variable tags are systematically used for each sort.

The \( \psi \)-term is useful in many subjects of Artificial Intelligence (AI), most notably in Natural Language Processing (NLP). For instance, the feature term \[5\], equivalent to the \( \psi \)-term, is used to represent the syntax and semantics of natural language sentences. In case-based reasoning, feature terms are used as the data structures of cases \[9\] and the generalization of cases is a key towards the reuse of cases. Inductive Logic Programming (ILP) was extended to an induction (i.e., generalization) of logic programs based on \( \psi \)-terms \[11,12\].

While feature terms play an essential role in AI and NLP, there is a missing link between Plotkin’s least general generalization formalism of classic logic terms and the generalization of \( \psi \)-terms on the basis of the OSF foundation. This paper presents the missing link.

2 Preliminaries on \( \psi \)-Terms

This section introduces \( \psi \)-terms on the basis of the Order-Sorted Feature (OSF) formalism \[2,3\].

2.1 Syntax

**Definition 1 (OSF Signature)** An OSF Signature is given by

\[ \Sigma_{OSF} = \langle S, \preceq, \cap, \cup, \mathcal{F} \rangle, \text{ s.t. :} \]

- \( S \) is a set of sort symbols with the sorts \( \top \) and \( \bot \);
- \( \preceq \) is a partial order on \( S \) such that \( \top \) is the greatest element and \( \bot \) is the least element;
- \( \langle S, \preceq, \cap, \cup \rangle \) is a lattice, where \( s \cap t \) is defined as the infimum (or glb) of sorts \( s \) and \( t \) and \( s \cup t \) is the supremum (or lub) of sorts \( s \) and \( t \);
- \( \mathcal{F} \) is a set of feature symbols.

For sorts \( s_1, s_2 \in S \), we denote \( s_1 \prec s_2 \) iff \( s_1 \preceq s_2 \) and \( s_1 \neq s_2 \).

Let \( V \) be a countable infinite set of variables.

**Definition 2 (OSF-terms)** Given \( \Sigma_{OSF} = \langle S, \preceq, \cap, \cup, \mathcal{F} \rangle \), if \( s \in S \), \( l_1, \ldots, l_n \in \mathcal{F} \), \( X \in V \), \( n \geq 0 \), and \( t_1, \ldots, t_n \) are OSF-terms, then an OSF-term has the form

\[ X : s(l_1 \Rightarrow t_1, \ldots, l_n \Rightarrow t_n). \]
Let $\psi = X : s(l_1 \Rightarrow \psi_1, \ldots, l_n \Rightarrow \psi_n)$. $X$ is called the root variable of $\psi$, which is described as $\text{Root}(\psi)$, and $s$ is called the root sort of $\psi$, which is described as $\text{Sort}(\psi)$.

For a lighter notation, hereafter we omit variables that are not shared and the sort of a variable when it is $\top$.

**Definition 3 (\(\psi\)-terms)** An OSF-term

$$\psi = X : s(l_1 \Rightarrow \psi_1, \ldots, l_n \Rightarrow \psi_n)$$

is in a normal form (and is called a \(\psi\)-term) if:

- For any variable $V_i$ in $\psi$, $V_i$ is the root variable of at most one non-top \(\psi\)-term, i.e., one whose root sort is not $\top$;
- $s$ is a nonbottom sort in $S$;
- $l_1, \ldots, l_n$ are pairwise distinct feature symbols in $F$;
- $\psi_1, \ldots, \psi_n$ are $\psi$-terms.

We will see that OSF-terms can be normalized to $\psi$-terms by OSF clause normalization rules, which are given in Section 2.3, or are otherwise proven to be inconsistent by being reduced to $\bot$.

Let $\psi = X : s(l_1 \Rightarrow \psi_1, \ldots, l_n \Rightarrow \psi_n)$. $s(l_1 \Rightarrow \psi_1, \ldots, l_n \Rightarrow \psi_n)$ is called an untagged $\psi$-term.

**Definition 4 (Feature Projection)** Given a $\psi$-term $t = X : s(l_1 \Rightarrow t_1, \ldots, l_n \Rightarrow t_n)$, the $l_i$ projection of $t$ (written as $t.l_i$) is defined as $t.l_i = t_i$.

The definitions of atoms, literals, clauses, Horn clauses, and definite clauses are as usual with the difference being that terms are $\psi$-terms. If a feature is a non-zero integer $1, \ldots, n$, then a $\psi$-term $X : s(1 \Rightarrow t_1, 2 \Rightarrow t_2, \ldots, n \Rightarrow t_n)$ can be abbreviated to $X : s(t_1, t_2, \ldots, t_n)$.

### 2.2 Semantics

**Definition 5 (OSF Algebras)** An OSF Algebra is a structure $\mathcal{A} = \langle D^\mathcal{A}, (s^\mathcal{A})_{s \in S}, (l^\mathcal{A})_{l \in F} \rangle$ s.t.:

- $D^\mathcal{A}$ is a non-empty set, called a domain of $\mathcal{A}$;
- for each sort symbol $s \in S$, $s^\mathcal{A} \subseteq D^\mathcal{A}$; in particular, $\top^\mathcal{A} = D^\mathcal{A}$ and $\bot^\mathcal{A} = \emptyset$;
- $(s \cap s')^\mathcal{A} = s^\mathcal{A} \cap s'^\mathcal{A}$ for two sorts $s, s' \in S$;
- $(s \cup s')^\mathcal{A} = s^\mathcal{A} \cup s'^\mathcal{A}$ for two sorts $s, s' \in S$;
- for each feature symbol $l \in F$, $l^\mathcal{A} : D^\mathcal{A} \rightarrow D^\mathcal{A}$.

**Definition 6 (\(\mathcal{A}\)-Valuation)** Given $\Sigma_{OSF} = \langle S, \le, \cap, \cup, F \rangle$, an $\mathcal{A}$-valuation is a function $\alpha : V \rightarrow D^\mathcal{A}$.
Definition 7 (Term Denotation) Let $t$ be a $\psi$-term of the form
\[ t = X : s(l_1 \Rightarrow t_1, \ldots, l_n \Rightarrow t_n). \]

Given an OSF Algebra $A$ and an $A$-valuation $\alpha$, the term denotation of $t$ is given by
\[
\llbracket t \rrbracket^A,\alpha = \{\alpha(X)\} \cap s^A \cap \bigcap_{1 \leq i \leq n} (\llbracket t_i \rrbracket^A,\alpha)^{-1}.
\]

The term denotation is defined as
\[
\llbracket t \rrbracket^A = \bigcup_{\alpha:V \rightarrow D^A} \llbracket t \rrbracket^A,\alpha.
\]

2.3 Unification of $\psi$-Terms

An alternative syntactic presentation of the information conveyed by OSF-terms can be translated into a constraint clause [2].

Definition 8 (OSF-Constraints) An order-sorted feature constraint (OSF-constraint) has one of the following forms:

- $X : s$
- $X = Y$
- $X.l = Y$

where $X$ and $Y$ are variables in $V$, $s$ is a sort in $S$, and $l$ is a feature in $F$.

Definition 9 (OSF-clauses) An OSF-clause $\phi_1 \& \cdots \& \phi_n$ is a finite, possibly empty conjunction of OSF-constraints $\phi_1, \ldots, \phi_n (n \geq 0)$.

We can associate an OSF-term with a corresponding OSF-clause. Let $\psi$ be a $\psi$-term of the form
\[ \psi = X : s(l_1 \Rightarrow \psi_1, \ldots, l_n \Rightarrow \psi_n). \]

An OSF-clause $\phi(\psi)$ corresponding to an OSF-term $\psi$ has the following form:
\[
\phi(\psi) = X : s \& X.l_1 = X'_1 \& \cdots \& X.l_n = X'_n \& \phi(\psi_1) \& \cdots \& \phi(\psi_n),
\]

where $X, X'_1, \ldots, X'_n$ are the root variables of $\psi, \psi_1, \ldots, \psi_n$, respectively. We say $\phi(\psi)$ is dissolved from the OSF-term $\psi$.

Example 1 Let $\psi = X : s(l_1 \Rightarrow Y : t, l_2 \Rightarrow Y : \top))$. The OSF-clause of $\psi$ is:
\[
\phi(\psi) = X : s \& X.l_1 = Y \& Y : t \& X.l_2 = Y \& Y : \top
\]

1 We sometimes regard an OSF-clause as a set of OSF constraints.
Sort Intersection:  
\[ \phi \land X : s \land X : s' \implies \phi \land X : s \cap s' \]
Inconsistent Sort:  
\[ \phi \land X : \bot \implies X : \bot \]
Variable Elimination:  
\[ \phi \land X \hat{=} X' \]
\[ \phi[X/X'] \land X \hat{=} X' \quad \text{if } X \neq X' \text{ and } X \in \text{Var}(\phi) \]
Feature Decomposition:  
\[ \phi \land X.l \hat{=} X' \land X.l \hat{=} X'' \]
\[ \phi \land X.l \hat{=} X' \land X.l \hat{=} X'' \quad \text{if } X \neq X' \text{ and } X \neq X'' \]

Fig. 1. OSF Clause Normalization Rules

On the other hand, an OSF-clause \( \phi \) can be converted to an OSF-term \( \psi(\phi) \) as follows: first complete it by adding as many \( V: \top \) constraints as needed so that there is exactly one sort constraint for every occurrence of a variable \( V \) in an \( X.l = V \) constraint, where \( X \) is a variable and \( l \) is a feature symbol; then convert it by the following \( \psi \) transform:

\[ \psi(\phi) = X : s(l_1 \Rightarrow \psi(\phi(Y_1)), \ldots, l_n \Rightarrow \psi(\phi(Y_n))) \]

where \( X \) is a root variable of \( \phi \), \( \phi \) contains \( X : s \), and \( X.l_1 = Y_1, \ldots, X.l_n = Y_n \) are all of the other constraints in \( \phi \) with an occurrence of variable \( X \) on the left-hand side. \( \psi(Y) \) denotes the maximal subclause of \( \phi \) rooted by \( Y \).

Definition 10 (Solved OSF-Constraint) An OSF-clause \( \phi \) is called solved if for every variable \( X \), \( \phi \) contains:

- at most one sort constraint of the form \( X : s \), with \( \bot \prec s \);
- at most one feature constraint of the form \( X.l \hat{=} Y \) for each \( X.l \);
- no equality constraint of the form \( X \hat{=} Y \).

Given \( \phi \) in a normal form, we will refer to its part in a solved form as \( \text{Solved}(\phi) \).

Example 2 Let \( \phi = X : s \land X.l_1 \hat{=} Y \land Y : t \land X.l_2 \hat{=} Y \land Y : \top \). The solved normal form of \( \phi \) is:
\( \text{Solved}(\phi) = X : s \land X.l_1 \hat{=} Y \land Y : t \land X.l_2 \hat{=} Y \).

Theorem 1 The rules of Fig. 1 are solution-preserving, finite-terminating, and confluent (modulo variable renaming). Furthermore, they always result in a normal form that is either an inconsistent OSF clause or an OSF clause in a solved form together with a conjunction of equality constraints.

Note that \( \text{Var}(\phi) \) is the set of variables occurring in an OSF-clause \( \phi \) and \( \phi[X/Y] \) stands for the OSF-clause obtained from \( \phi \) after replacing all occurrences of \( Y \) by \( X \).
Sort Induction (SI):
\[
\{X_1 \setminus X \} \cup \Gamma_1, \{X_2 \setminus X \} \cup \Gamma_2 \vdash \phi \land ((X_1 : s_1 & \phi_1) \lor (X_2 : s_2 & \phi_2))
\]
\[
\{X_1 \setminus X \} \cup \Gamma_1, \{X_2 \setminus X \} \cup \Gamma_2 \vdash \phi \land (X : s_1 \cup s_2) \land ((X_1 : s_1 & \phi_1) \lor (X_2 : s_2 & \phi_2))
\]
\[
if \quad \neg \exists s \in \phi(X : s)
\]

Feature Induction (FI):
\[
\{X_1 \setminus X \} \cup \Gamma_1, \{X_2 \setminus X \} \cup \Gamma_2 \vdash \phi \land ((X_1 : l_1 = Y_1 & \phi_1) \lor (X_2 : l_2 = Y_2 & \phi_2))
\]
\[
\{X_1 \setminus X, Y_1 \setminus Y \} \cup \Gamma_1, \{X_2 \setminus X, Y_2 \setminus Y \} \cup \Gamma_2 \vdash \phi \land (X : l_1 = Y_1 \lor Y_2 & \phi_1) \lor (X_2 : l_2 = Y_2 \lor Y_1 & \phi_2)
\]
\[
if \quad \neg \exists y \in \{X_1 \setminus X \} \cup \Gamma_1 \text{ and } Y_2 \setminus Y \in \{X_2 \setminus X \} \cup \Gamma_2
\]

Coreference Induction (CI):
\[
\{X_1 \setminus X, Y_1 \setminus Y \} \cup \Gamma_1, \{X_2 \setminus X, Y_2 \setminus Y \} \cup \Gamma_2 \vdash \phi \land (X : l_1 = Y_1 \lor Y_2 & \phi_1) \lor (X_2 : l_2 = Y_2 \lor Y_1 & \phi_2)
\]
\[
\{X_1 \setminus X, Y_1 \setminus Y \} \cup \Gamma_1, \{X_2 \setminus X, Y_2 \setminus Y \} \cup \Gamma_2 \vdash \phi \land (X : l_1 = Y_1 \lor Y_2 & \phi_1) \lor (X_2 : l_2 = Y_2 \lor Y_1 & \phi_2)
\]
\[
if \quad X : l_1 \not\subseteq Y \not\in \phi
\]

Fig. 2. OSF Clause Generalization Rules

Theorem 2 (ψ-term Unification) \[2\] Let ψ₁ and ψ₂ be two ψ-terms. Let φ be the normal form of the OSF-clause φ(ψ₁) & φ(ψ₂) & X₁ = X₂, where X₁ and X₂ are the root variables of ψ₁ and ψ₂, respectively. Then, φ is an inconsistent clause iff the glb of the two ψ-terms is ⊥. If φ is not an inconsistent clause, then the glb ψ₁ ∩ ψ₂ is given by the normal OSF-term ψ (Solved(φ)).

3 Axiomatic ψ-Term Generalization

As a dual of ψ-term unification, ψ-term generalization (or anti-unification) can be defined as OSF clause generalization rules.

To define the generalization, we introduce a new constraint symbol ∨, where A ∨ B denotes the generalization of two OSF clauses A and B.

A ψ-term generalization rule is of the form:
\[
\Gamma_1, \Gamma_2 \vdash \phi \land (\phi_1 \lor \phi_2)
\]
\[
\Gamma'_1, \Gamma'_2 \vdash \phi' \land (\phi_1 \lor \phi_2)
\]
where Γ₁ and Γ₂ are sets of substitutions of the form \{X₁ \setminus X₁', \ldots, Xₙ \setminus Xₙ'\}, φ and φ' are OSF-clauses, and φ₁ and φ₂ are solved normal forms of OSF-clauses of target ψ-terms ψ₁ and ψ₂, respectively.

Definition 11 (Axiomatic Generalization) Let φ₁ and φ₂ be solved normal forms of ψ₁ and ψ₂, respectively, and Γ₁ and Γ₂ be variable substitutions. Then, a generalized OSF-clause φ of
\[
\Gamma_1, \Gamma_2 \vdash \phi \land (\phi_1 \lor \phi_2)
\]
\[\text{This means that } X_i' \text{ is substituted by } X_i.\]
is obtained by applying OSF clause generalization rules (Fig. 2) until no rule is applicable, initiated with

$$\{X_1 \setminus X\}, \{X_2 \setminus X\} \vdash (\phi_1 \lor \phi_2)$$

where $X_1 = \text{Root}(\psi_2)$, $X_2 = \text{Root}(\psi_2)$, and $X$ is a fresh variable.

A generalized $\psi$-term is given as $\psi(\phi)$.

**Proposition 1** The result of the axiomatic generalization is an OSF-clause in the normal form.

**Proposition 2** The OSF clause generalization is finite terminating.

**Proof.** Termination follows from the fact that the number of variables in $\phi_1$ is finite because OSF-clauses are finite, and each of the three rules SI, FI, and CI strictly decreases the number of combinations of variables in $\phi_1$ and $\phi_2$ that satisfy the preconditions of the OSF generalization rules.

From the definition of $\phi(\cdot)$ and OSF clause normalization rules (Fig. 1), the number of variables in $\phi_i$ is finite since $\psi_i$ is finite by the definition of OSF-terms. The Sort Induction (SI) strictly decreases the number of variable pairs that satisfy the conditions of the generalization rules. That is, the variable pair $X_1$ of $X_1 : s_1$ and $X_2$ of $X_2 : s_2$ does not satisfy the precondition of SI after its application. The Feature Induction (FI) strictly decreases the number of pairs of variable pairs that satisfy the rule conditions. The pair of variable pairs $\langle X_1, Y_1 \rangle$ and $\langle X_2, Y_2 \rangle$ does not satisfy the precondition of FI after its application. Since FI is only applicable a finite number of times, FI increases the finite number of pairs applicable to the SI and CI rules. Like FI, the Coreference Induction (CI) strictly decreases the number of pairs of variable pairs that satisfy the rule conditions. The pair of variable pairs $\langle X_1, Y_1 \rangle$ and $\langle X_2, Y_2 \rangle$ does not satisfy the precondition of CI after its application.

### 3.1 Least General Generalization

This section newly introduces the least general generalization of $\psi$-terms along the line of Plotkin’s least general generalization (lgg) [10].

**Definition 12 (Sorted Substitution)** A sorted substitution has the form

$$\{X_1 : s_1 / Y_1 : t_1, \ldots, X_n : s_n / Y_n : t_n\}$$

where $X_1, \ldots, X_n$ are pairwise distinct variables and $Y_1, \ldots, Y_n$ are variables in $\mathcal{V}$, $s_1, \ldots, s_n$ and $t_1, \ldots, t_n$ are sort symbols with $\perp \prec s_i \preceq t_i$ for every $i$. If expression $E$ is a term, a literal, or a clause, $E\theta$ is the result of replacing all occurrences of $Y_i : t_i$ by $X_i : s_i$ and $Y_i$ by $X_i$ simultaneously for every $i$.

Note that the sorted substitution changes only variable names and sorts; it does not add or remove constraints of the form $X.l \equiv Y$. This means that the sorted substitution preserves the structure of an original expression.
Definition 13 (Sorted Ordering of \(\psi\)-terms) Let \(\psi_1\) and \(\psi_2\) be two \(\psi\)-terms. Let \(\phi_1\) and \(\phi_2\) be solved normal forms of OSF clauses of \(\psi_1\) and \(\psi_2\), respectively. \(\psi_1 \leq \psi_2\) iff there exists a sorted substitution \(\theta\) such that \(\phi_1 \theta \subseteq \phi_2\) and \((\text{Root}(\psi_2) : \text{Sort}(\psi_2)) / (\text{Root}(\psi_1) : \text{Sort}(\psi_1))\) \(\in \theta\).

We read \(\psi_1 \leq \psi_2\) as meaning that \(\psi_1\) is more general than \(\psi_2\).

Example 3 \((X:s) \leq Y:t(l \Rightarrow Z:w)\) with \(t \leq s\) because for \(\theta = \{Y:t/X:s\}\), \((X:s)\theta = \{Y:t \& Y.l \Rightarrow Z \& Z:w\}\).

Proposition 3 If \(\phi\) is the result of the \(\psi\)-term generalization of the OSF-clauses of \(\psi\)-terms \(\psi_1\) and \(\psi_2\) and \(\psi = \psi(\phi)\), then \(\psi \leq \psi_1\) and \(\psi \leq \psi_2\) in terms of sorted ordering \(\leq\).

Proof. Prove \(\psi \leq \psi_1\). Let \(\phi_1\) be a solved normal form of \(\psi_1\). Let the final result of the \(\psi\)-term generalization be \(\Gamma_1, \Gamma_2 \vdash \phi\) \& \((\phi_1 \lor \phi_2)\) with \(\Gamma_1 = \{X'_1 \setminus X_1, \ldots, X'_n \setminus X_n\}\). Let \(s'_i\) be the sort of \(X'_i: s'_i \in \phi(\psi_1)\) and \(s_i\) be the sort of \(X_i: s_i \in \phi(\psi)\). A sorted substitution \(\theta = \{X'_1: s'_i/X_1: s_1, \ldots, X'_n: s'_n/X_n: s_n\}\) clearly satisfies the relation \(\phi \theta \subseteq \phi_1\) according to the OSF generalization rules. The proof of \(\psi \leq \psi_2\) is the same.

Definition 14 (Least General Generalization) Let \(\psi_1\) and \(\psi_2\) be \(\psi\)-terms. \(\psi\) is the least general generalization (lgg) of \(\psi_1\) and \(\psi_2\) iff

1. \(\psi \leq \psi_1\) and \(\psi \leq \psi_2\).
2. If \(\psi' \leq \psi_1\) and \(\psi' \leq \psi_2\), then \(\psi' \leq \psi\).

Theorem 3 (Least Generality of Generalization) The axiomatic \(\psi\)-term generalization is a least general generalization with respect to the sorted ordering of \(\psi\)-terms.

Proof. (1) \(\psi \leq \psi_1\) and \(\psi \leq \psi_2\) are immediate from Proposition 3. (2) Let \(\psi_1\) and \(\psi_2\) be \(\psi\)-terms and \(\psi\) be the result of the \(\psi\)-term generalization of \(\psi_1\) and \(\psi_2\). Also assume that there exists a \(\psi\)-term \(\psi'\) such that \(\psi' \leq \psi_1\) and \(\psi \leq \psi_2\), and \(\psi \leq \psi'\), i.e., \(\psi\) is strictly more general than \(\psi'\). Let \(\phi, \phi_1, \phi_2,\) and \(\phi'\) be solved normal forms of \(\psi, \psi_1, \psi_2,\) and \(\psi'\), respectively. The assumption \(\psi \leq \psi'\) requires that there be an OSF constraint \(C'\) in \(\phi'\) such that no sorted substitution \(\theta\) satisfies \(C' \theta \in \phi\) and \(\phi' \theta \subseteq \phi\). There are two cases to be considered: (case 1) \(C'\) is of the form \(X': s'\) and (case 2) \(C'\) is of the form \(X'.l \Rightarrow Y'\).

Case 1: From the assumptions \(\psi' \leq \psi_1\) and \(\psi' \leq \psi_2\), \(X': s'\) can be substituted to \(X_1: s_1\) in \(\phi_1\) and \(X_2: s_2\) in \(\phi_2\). Therefore, \(s_1 \preceq s'\) and \(s_2 \preceq s'\). Since sorted substitutions preserve the structures of \(\psi\)-terms, according to \(\psi\)-term generalization rules, if \(X_1: s_1\) and \(X_2: s_2\) correspond to the same constraint \(X': s\), then \(X: s\) should be included in \(\phi\). By SI, sort \(s\) in \(\psi\) is the least upper

\(^3\) We regard a clause as a set of constraints here.
bound (lub) of a sort \( s_1 \) in \( \psi_1 \) and a sort \( s_2 \) in \( \psi_2 \). This contradicts \( s_1 \leq s', s_2 \leq s' \), and \( s' < s \).

Case 2: Similarly, from the assumptions of \( \psi' \leq \psi_1 \) and \( \psi' \leq \psi_2 \), \( X'.l \vdash Y' \) can be substituted to \( X_1.l \vdash Y_1 \) in \( \phi_1 \) and \( X_2.l \vdash Y_2 \) in \( \phi_2 \). Since sorted substitutions preserve the structures of \( \psi \)-terms, if \( X_1.l \vdash Y_1 \) and \( X_2.l \vdash Y_2 \) correspond to the same constraint \( X'.l \vdash Y' \), then \( X.l \vdash Y \) should be in \( \phi \). This is a contradiction.

\section{Operational \( \psi \)-Term Generalization}

On the other hand, an operational definition of \( \psi \)-term generalization \( \text{lgg} \) has been defined as an extension of Plotkin’s \textit{least general generalization (lgg)} using the following notations. \( a \) and \( b \) represent untagged \( \psi \)-terms. \( s, t \), and \( u \) represent \( \psi \)-terms. \( f, g \), and \( h \) represent sorts. \( X, Y \), and \( Z \) represent variables in \( \mathcal{V} \).

\begin{definition}[lgg of \( \psi \)-terms] Let \( \psi_1 \) and \( \psi_2 \) be \( \psi \)-terms. \( \text{lgg}(\psi_1,\psi_2) \) is defined as follows with the initial history \( \text{Hist} = \{ \} \).

1. \( \text{lgg}(X : a, X : a) = X : a \).
2. \( \text{lgg}(X : a, Y : b) = Z : \top \), where \( X \neq Y \) and the tuple \( (X,Y,Z) \) is already in the history \( \text{Hist} \).
3. If \( s = X : f(l_1^s \Rightarrow s_1, \ldots, l_n^s \Rightarrow s_n) \) and \( t = Y : g(l_1^t \Rightarrow t_1, \ldots, l_m^t \Rightarrow t_m) \), then \( \text{lgg}(s,t) = Z : (f \sqcup g)(l_1 \Rightarrow \text{lgg}(s \rightarrow l_1, t \rightarrow l_1), \ldots, l|_L \Rightarrow \text{lgg}(s \rightarrow l|_L, t \rightarrow l|_L)), \) where \( l_i \in L = \{l_1^s, \ldots, l_n^s\} \cap \{l_1^t, \ldots, l_m^t\} \). Then, \( (X,Y,Z) \) is added to \( \text{Hist} \).

Note that in this definition \( s \rightarrow l \) is defined as \( s \rightarrow l = X : a \) if \( s.l = X : \top \) and \( X : a \in \psi_1 \) with \( a \neq \top \) else \( s \rightarrow l = s.l \rightarrow l \) is defined similarly.

For example, the lgg of \( X : \text{passenger}(of \Rightarrow X' : 10) \) and \( Y : \text{man}(of \Rightarrow Y' : 2) \) is \( Z : \text{person}(of \Rightarrow Z' : \text{number}) \), if \( \text{passenger} \sqcup \text{man} = \text{person} \) and \( 10 \sqcup 2 = \text{number} \).

\begin{theorem}[Correctness] The result of the operational \( \psi \)-term generalization \( \psi \) is the least general generalization of \( \psi \)-terms \( \psi_1 \) and \( \psi_2 \) in terms of the sorted ordering.

\textbf{Proof.} (Sketch) Each step of the operational definition can be translated into OSF generalization rules. Step 1 is a special case of Sort Induction.

Step 2 is Coreference Induction where tuple \( (X,Y,Z) \) in \( \text{Hist} \) corresponds to \( X \setminus Z \) in \( \Gamma_1 \) and \( Y \setminus Z \) in \( \Gamma_2 \).

Step 3 is Sort Induction of \( X : f \sqcup g \) and Feature Induction, where tuple \( (X,Y,Z) \) added to \( \text{Hist} \) corresponds to \( X \setminus Z \) and \( Y \setminus Z \) which are added to variable substitutions. All of the steps of the operational definition are realizations of the OSF clause generalization. Therefore, the result of the operational generalization is a least general generalization of \( \psi \)-terms.
5 Generalization of Clauses Based on $\psi$-Terms

This section presents the least general generalization of logic programs based on $\psi$-terms along the line of Plotkin’s lgg of atoms and clauses [10].

Definition 16 (Ordering of Atoms) Let $A_1 = p(\psi_1,\ldots,\psi_n)$ and $A_2 = q(\psi_1',\ldots,\psi_n')$ be atomic formulae based on $\psi$-terms. $A_1 \leq A_2$ iff $A_1\theta = A_2$ for some sorted substitution $\theta$ which includes a substitution replacing the root variable of $\psi_i$ by the root variable of $\psi_i'$.

Definition 17 (Ordering of Clauses) Let $C_1$ and $C_2$ be clauses based on $\psi$-terms. $C_1 \leq C_2$ iff $C_1\theta \subseteq C_2$ for some sorted substitution $\theta$ which includes substitutions replacing the root variables of $\psi$-terms in $C_1$ by the corresponding root variables of $\psi$-terms in $C_2$.

Definition 18 (Lgg of Atoms) Given a signature $\Sigma_{OSF} = \langle S, \leq, \cap, \cup, \mathcal{F} \rangle$ and a set of predicate symbols $\mathcal{P}$, let $P$ and $Q$ be atomic formulae. An operational definition of a function $\operatorname{lgg}(P, Q)$ that computes the least general generalization of $P$ and $Q$ is as follows.

1. If $P = p(s_1,\ldots,s_n)$ and $Q = p(t_1,\ldots,t_n)$,
   $\operatorname{lgg}(P, Q) = p(\operatorname{lgg}(s_1,t_1),\ldots,\operatorname{lgg}(s_n,t_n))$ with the sharing of history Hist.
2. Otherwise, $\operatorname{lgg}(P, Q)$ is undefined.

Definition 19 (Lgg of Literals) Let $P$ and $Q$ be atoms and $L_1$ and $L_2$ be literals. The lgg of the literals is defined as follows [8].

1. If $L_1$ and $L_2$ are atoms, then $\operatorname{lgg}(L_1, L_2)$ is the lgg of the atoms.
2. If $L_1$ and $L_2$ are of the forms $\neg P$ and $\neg Q$, respectively, then $\operatorname{lgg}(L_1, L_2) = \operatorname{lgg}(\neg P, \neg Q) = \neg \operatorname{lgg}(P, Q)$.
3. Otherwise, $\operatorname{lgg}(L_1, L_2)$ is undefined.

Definition 20 (Lgg of Clauses) Let clauses $C = \{L_1,\ldots,L_n\}$ and $D = \{K_1,\ldots,K_m\}$. Then $\operatorname{lgg}(C, D) = \{ \operatorname{lgg}(L_i, K_j) \mid L_i \in C, K_j \in D$ and $\operatorname{lgg}(L_i, K_j)$ is not undefined $\}$.

The least general generality of lggs of atoms, literals, and clauses is conservative extension of Plotkin’s lgg since the operational $\psi$-term generalization is an lgg of terms.

6 Related Works

The definition of the least general generalization (lgg) was first investigated in [10]. The lgg of $\psi$-terms has already been illustrated [1]; however, axiomatic and operational definitions have been left untouched. The lgg of a subset of description logics, called the least common subsumer (LCS), was studied in [4]. The lgg of feature terms, which are equivalent to $\psi$-terms, can be found in [9]. The generalization for Sorted First Order Predicate Calculus (SFOPC) [7] is presented in [6].
7 Conclusion and Remarks

Two generalization approaches have been presented and related. An axiomatic definition of $\psi$-term generalization was presented as $\psi$-term generalization rules. The definition was proven to be a least general generalization (lgg) in terms of Plotkin’s lgg on the OSF foundation. The correctness of an operational definition of $\psi$-term generalization was provided on the basis of the generalization rules. The operational definition was shown to be one realization of the axiomatic generalization. An lgg of clauses based on $\psi$-terms was presented, and a fundamental bridge between $\psi$-term generalization and the lgg useful for inductive logic programming was given. The main benefit of this paper is that it expresses generalization (and hence induction) as an OSF constraint construction process. This approach may lead to other axiomatic constraint systems provided with inductive algorithms.
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Suppose that we have two $\psi$-terms $\psi_1$ and $\psi_2$, and $u = s \sqcap t$.

$$\psi_1 = X : s(a \Rightarrow Z : s, b \Rightarrow Z)$$
$$\psi_2 = Y : t(a \Rightarrow W : t, b \Rightarrow U : t)$$

The normal form of OSF clauses of these $\psi$-terms are:

$$\phi(\psi_1) = X : s \& X.a \doteq Z \& Z : s \& X.b \doteq Z,$$

$$\phi(\psi_2) = Y : t \& Y.a \doteq W \& W : t \& Y.b \doteq U \& U : t.$$

A generalization of these two OSF clauses is obtained by applying generalization rules to the OSF clause $C = \phi(\psi_1) \lor \phi(\psi_2)$. The following steps show the process to achieve a generalization.

$${X \setminus V}, \{Y \setminus V\} \vdash\quad
\begin{array}{l}
((X : s \& X.a \doteq Z \& Z : s \& X.b \doteq Z) \lor \\
(Y : t \& Y.a \doteq W \& W : t \& Y.b \doteq U \& U : t))
\end{array}
\{X \setminus V\}, \{Y \setminus V\} \vdash (V : u)$$

& $$(X : s \& X.a \doteq Z \& Z : s \& X.b \doteq Z) \lor$$

& $$(Y : t \& Y.a \doteq W \& W : t \& Y.b \doteq U \& U : t)$$ (by SI)

& $$(X : s \& X.a \doteq Z \& Z : s \& X.b \doteq Z) \lor$$

& $$(Y : t \& Y.a \doteq W \& W : t \& Y.b \doteq U \& U : t)$$ (by FI)

$${X \setminus V}, \{Y \setminus V\} \vdash (V : u \& V.a \doteq V')$$

& $$(X : s \& X.a \doteq Z \& Z : s \& X.b \doteq Z) \lor$$

& $$(Y : t \& Y.a \doteq W \& W : t \& Y.b \doteq U \& U : t)$$ (by SI)

$${X \setminus V}, \{Y \setminus V\} \vdash (V : u \& V.a \doteq V' \& V'' : u)$$

& $$(X : s \& X.a \doteq Z \& Z : s \& X.b \doteq Z) \lor$$

& $$(Y : t \& Y.a \doteq W \& W : t \& Y.b \doteq U \& U : t)$$ (by FI)

$${X \setminus V}, \{Y \setminus V\} \vdash (V : u \& V.a \doteq V' \& V'' : u \& V.b \doteq V'')$$

& $$(X : s \& X.a \doteq Z \& Z : s \& X.b \doteq Z) \lor$$

& $$(Y : t \& Y.a \doteq W \& W : t \& Y.b \doteq U \& U : t)$$ (by SI)

$${X \setminus V}, \{Y \setminus V\} \vdash (V : u \& V.a \doteq V' \& V'' : u \& V.b \doteq V'')$$

& $$(X : s \& X.a \doteq Z \& Z : s \& X.b \doteq Z) \lor$$

& $$(Y : t \& Y.a \doteq W \& W : t \& Y.b \doteq U \& U : t)$$ (by SI)

Therefore, an OSF clause $\psi_3$ of a $\psi$-term generalization of $\psi_1$ and $\psi_2$ is:

$$\phi_3 = V : u \& V.a \doteq V' \& V : u \& V.b \doteq V'' \& V' : u$$

The $\psi$-term of $\psi_3$ is: $\psi(\phi_3) = V : u(a \Rightarrow V' : u, b \Rightarrow V'' : u)$. 
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Abstract. Reasoning and learning from cases are based on the concept of similarity often estimated by a distance. This paper presents LID, a learning technique adequate for domains where cases are best represented by relations among entities. LID is able to 1) define a similitude term, a symbolic description of what is shared between a problem and precedent cases; and 2) assess the importance of the relations involved in a similitude term with respect to the purpose of correctly classifying the problem. The paper describes two application domains of relational case-based learning with LID: marine sponges identification and diabetes risk assessment.

1 Introduction

Reasoning and learning from cases is based on the concept of similarity. Often similarity is estimated by a distance (a metric) or a pseudo-metric. In addition to this, an assessment of which properties are “important” or “relevant” in the similarity is needed. This approach proceeds by a pairwise similarity comparison of a problem with every precedent case available in a case base; then one case (or k cases) with biggest (bigger) similarity is (are) selected. This process is called the retrieval phase in Case-based Reasoning (CBR), and also plays a pivotal role in lazy learning techniques like Instance-based Learning (IBL) and k-nearest neighbor. In classification tasks, the solution class of the problem is inferred from the solution class of the precedent case(s) selected.

However, distance-based approaches to case retrieval are mainly used for propositional cases, i.e. cases represented as attribute-value vectors. We are interested in this paper in learning tasks where cases are best represented in a scheme that uses relations among entities. We will call this setting relational case-based learning. One option to achieve case-based learning in a relational setting is to adapt the process of pairwise similarity comparison by defining a distance that works upon relational instances. This approach is taken in “relational IBL” where cases are represented as collections of Horn clauses (see related work on [6]).

The approach taken in this paper is different from pairwise similarity comparison based on metrics or pseudometrics. Basically, in our approach, similarity
between two cases is understood as that which they “share”. In addition, we need to be able to evaluate if what they share is what is important (or to which degree they share what is important). This paper presents a technique called LID for relational case-based learning. LID is based on two main notions: 1) similarity is constructed as a symbolic description of what is shared between precedent cases and a specific problem to be classified, and 2) there is some assessment function to help the system decide which relations among entities are “important” or “relevant” to be shared with the precedent cases.

The representation formalism used to represent cases, feature terms, is presented in [2]. Then, [3] introduces the framework of relational case-based learning and the main building blocks that we will use in [4] to describe the LID method. In [5] two application domains of relational case-based learning with LID are described: diabetes risk assessment and marine sponges identification. The paper closes with the sections on related work and conclusions.

2 Representation of the Cases

LID handles cases represented as feature terms. Feature terms (also called feature structures or \( \psi \)-terms) are a generalization of first order terms \( \mathbb{F} \). The main difference is that first order terms parameters are identified by position, e.g. \( f(x,y,g(x,y)) \) can be formally described as a tree and a fixed tree-traversal order. The intuition behind a feature term is that it can be described as a labelled graph where arcs are labelled with feature symbols and nodes stand for sorted variables.

Given a signature \( \Sigma = (S,F,\leq) \) (where \( S \) is a set of sort symbols that includes \( \bot \); \( F \) is a set of feature symbols; and \( \leq \) is a decidable partial order on \( S \) such that \( \bot \) is the least element) and a set \( \vartheta \) of variables, we define feature terms as an expression of the form:

\[
\psi := X : s [f_1 = \Psi_1 \ldots f_n = \Psi_n]
\] (1)

where \( X \) is a variable in \( \vartheta \) called the root of the feature term, \( s \) is a sort in \( S \), \( f_1 \ldots f_n \) are features in \( F \), \( 0 \leq n \), and each \( \Psi_i \) is a set of feature terms and variables. When \( n = 0 \) we are defining a variable without features. The set of variables occurring in \( \psi \) is noted as \( \vartheta_{\psi} \).

Sorts have an informational order relation (\( \leq \)) among them, where \( s \leq s' \) means that \( s \) has less information than \( s' \). Nor equivalently that \( s \) is more general than \( s' \). The minimal element (\( \bot \)) is called any and it represents the minimum information. When a feature has unknown value it is represented as having the value any. All other sorts are more specific than any.

A path \( \pi(X,f_i) \) is defined as a sequence of features going from the variable \( X \) to the feature \( f_i \). When two paths \( \pi(X,f_i) \) and \( \pi(Y,f_j) \) point to the same value we say that there is a path equality.

The function \( \text{root}(\psi) \) returns the sort of the root of \( \psi \). We note \( F_\psi \) the set of features \( \{f_1 \ldots f_n\} \) of the root of \( \psi \).
The depth of a feature $f$ in a feature term $\psi$ with root $X$ is the number of features that compose the path from the root $X$ to $f$, including $f$, with no repeated nodes.

Given a particular maximum feature depth $k$, a leaf feature of a feature term is a feature $f_i$ such that either 1) the depth of $f_i$ is $k$ or 2) the depth of $f_i$ is less than $k$ and the value of $f_i$ is a term without features.

The semantic interpretation of feature terms brings an ordering relation among feature terms that we call subsumption. Intuitively, a feature term $\psi$ subsumes another feature term $\psi'$ ($\psi \subseteq \psi'$) when all information in $\psi$ is also contained in $\psi'$. In other words, a feature term $\psi$ subsumes another feature term $\psi'$ when the following conditions are satisfied: 1) the sort of $\text{root}(\psi')$ is either the same or a subsort of $\text{root}(\psi)$, 2) if $F_\psi$ is the set of features of $\psi$ and $F_{\psi'}$ is the set of features of $\psi'$ then $F_\psi \subseteq F_{\psi'}$ and 3) the values of the features in $F_\psi$ and $F_{\psi'}$ satisfy the two conditions above.

For instance, the feature term $X_1$ in Figure 1a represents a person that is married with a person $Z$ and both live at the address $A_2$ (i.e. there is a path equality since $X_1$.address = $X_1$.spouse.address). Because all the information in $X_1$ is also present in $X_2$ (Figure 1b), $X_1$ subsumes $X_2$ ($X_1 \subseteq X_2$). However $X_2$ does not subsume $X_1$ since $X_1$ has not the feature children.

A more detailed explanation about the feature terms and the subsumption relation can be found in [3]. In this reference there is also a detailed explanation of how feature terms can be translated to clause and graph representations.

### 3 Relational Case-Based Learning

There are three aspects that we need to define in order to perform CBR on relational cases: 1) to define a case from a constellation of relations, 2) to define a way to assess similarity between cases, and 3) to establish a degree of importance for the relations involved in the similarity.

A case base contains a constellation of relations between objects. The first step is to determine which of these relations constitute a case. A case (in feature terms) is specified from a relational case base using two parameters: a root sort and a depth. Assuming a case base expressed as a collection of feature terms, a case is a feature term whose root node is subsumed by the root sort and whose depth is at most depth. Examples of case specification are $\text{case}[\text{root-sort} = \ldots$, 

![Fig. 1. Examples of feature terms.](image-url)
patient, depth = 5] in the diabetes domain and case[root-sort = sponge, depth = 4] in the marine sponges domain (see [5]).

The estimation of the similitude between cases is one of the key issues of the lazy learning algorithms. Those techniques (such as IBL [1] and k-nearest neighbor) that use cases represented as attribute-value vectors define the similitude of two cases by means of a distance measure. The LID method ([2]) uses a symbolic estimation of the similitude between cases. The intuition of a symbolic similitude is that of a description containing the features shared by the two cases. In feature terms this intuition is formalized using the subsumption.

We say that a term $s$ is a similitude term of two cases $c_1$ and $c_2$ if and only if $s \subseteq c_1$ and $s \subseteq c_2$ i.e. the similitude term of two cases subsumes both cases. In this framework, the task of similarity assessment is a search process over the space of similarity descriptions determined by the subsumption relation.

The next subsection explains a technique to assess the importance of a feature using the cases present in the case base. This technique is a heuristic measure based on the López de Mántaras (RLM) distance. Then, [3] explains how LID incrementally builds a similitude term based on the RLM heuristic.

3.1 Relevance of Attributes

Given a new example to be classified, the goal is to determine those features that are most relevant for the task. The relevance of a feature is heuristically determined using the RLM distance [3] that assesses how similar are two partitions (in the sense that the lesser the distance the more similar they are). Each feature $f_i \in \mathcal{F}$ induces a partition $P_i$ of the case-base, namely a partition whose sets are formed by those cases that have the same value for feature $f_i$. The correct partition is a partition $P_c = \{C_1 \ldots C_m\}$ where all the cases contained into a set $C_i$ belong to the same solution class. For each partition $P_i$ induced by a feature $f_i$, LID computes the RLM distance to the correct partition $P_c$. The proximity to $P_c$ of a partition $P_i$ estimates the relevance of feature $f_i$.

Let $P_i$ and $P_j$ the partitions induced by features $f_i$ and $f_j$ respectively. We say that the feature $f_i$ is more discriminatory than the feature $f_j$ iff $RLM(P_i, P_c) < RLM(P_j, P_c)$, i.e. when the partition induced by $f_i$ is closer to the correct partition $P_c$ than the partition induced by $f_j$. Intuitively, the most discriminatory feature classifies the cases in a more similar way to the correct classification. LID uses the more discriminatory than relationship to estimate the features that are more relevant for the purpose of classifying a current problem.

4 Lazy Induction of Descriptions

In this section we introduce a new method called Lazy Induction of Descriptions (LID). The goal of LID is to classify a problem as belonging to one of the solution classes. The main idea of LID is to determine which are the more relevant features of the problem and to search in the case base for cases sharing these relevant
Function \( \text{LID} (S_D, p, D, C) \)
\[
\begin{align*}
\text{if} & \quad \text{stopping-condition}(S_D) \\
\text{then} & \quad \text{return} \quad \text{class}(S_D) \\
\text{else} & \quad f_d := \text{Select-leaf} (p, S_D, C) \\
& \quad D' := \text{Add-path}(\pi(\text{root}(p), f_d), D) \\
& \quad S_{D'} := \text{Discriminatory-set} (D', S_D) \\
& \quad \text{LID} (S_{D'}, p, D', C)
\end{align*}
\]

end-if
end-function

Fig. 2. The LID algorithm. \( D \) is the similitude term, \( S_D \) is the discriminatory set of \( D \), \( C \) is the set of solution classes, \( \text{class}(S_D) \) is the class \( C_i \in C \) to which all elements in \( S_D \) belong.

features. The problem is classified when LID finds a set of relevant features shared by a subset of cases belonging all of them to the same solution class. Then, the problem is classified into that solution class.

Given a case base \( B \) containing cases classified into one of the solution classes \( C = \{C_1 \ldots C_m\} \) and a problem \( p \), the goal of LID is to classify \( p \) as belonging to one of the solution classes. The problem and the cases in the case base are represented as feature terms (see \( x^2 \)). We call \textit{discriminatory set} the set \( S_D = \{b \in B | D \sqsubseteq b\} \) that contains the cases of \( B \) subsumed by the similitude term \( D \).

The main steps of the LID algorithm are shown in Figure 2. In the first call \( \text{LID}(S_D, p, D, C) \) parameter \( S_D \) is initialized to \( B \) (the whole case base) and parameter \( D \) can be initialized to any or to a value \( D = D^0 \) (where \( D^0 \neq \text{any} \)) based on domain knowledge we may have (see an example in \( x \)).

The specialization of a similitude term \( D \) is achieved by adding features to it. In principle, any of the features used to describe the cases could be a good candidate. Nevertheless, LID uses two biases to obtain the set \( F_l \) of features candidate to specialize \( D \). First, of all possible features in \( F \), LID will consider only those features present in the problem \( p \) to be classified. As a consequence, any feature that is not present in \( p \) will not be considered as candidate to specialize \( D \). The second bias is to consider as candidates for specializing \( D \) only those features that are leaf features of \( p \) (see \( x \)). This bias is similar to that of the \textit{relational pathfinding} method \( x \) in that it favours the selection of relations chained together in the examples.

The next step of LID is the selection of a leaf feature \( f_d \in F_l \) to specialize the similitude term \( D \). Selecting the most discriminatory leaf feature in the set \( F_l \) is heuristically done using the RLM distance of \( x \) over the features in \( F_l \). Let us call \( f_d \) the most discriminatory feature in \( F_l \).

The feature \( f_d \) is the leaf feature of path \( \pi(\text{root}(p), f_d) \) in problem \( p \). The specialization step of LID defines a new similitude term \( D' \) by adding to the current similitude term \( D \) the sequence of features specified by \( \pi(\text{root}(p), f_d) \). After this addition \( D' \) has a new path \( \pi(\text{root}(D'), f_d) \) with all the features in the
path taking the same value that they take in $p$. After adding the path $\pi$ to $D$, the new similitude term $D' = D + \pi$ subsumes a subset of cases in $S_D$, namely the discriminatory set $S_{D'}$ (the subset of cases subsumed by $D'$).

Next, LID is recursively called with the discriminatory set $S_{D'}$ and the similitude term $D'$. The recursive call of LID has $S_{D'}$ as first parameter (instead of $S_D$) because the cases that are not subsumed by $D'$ will not be subsumed by any further specialization. The process of specialization reduces the discriminatory set $S^n_D \subseteq S^{n-1}_D \subseteq \ldots \subseteq S^0_D$ at each step.

The stopping condition of LID, given the current similitude term $D$, is that all the cases in its discriminatory set $S_D$ belong to only one solution class $C_k \in C$. LID gives $D$ as an explanation of classifying $p$ in $C_k$ and $S_D$ as the cases justifying that result. The similitude term $D$ can be viewed as a partial description of $C_k$ because it contains a subset of features that are discriminant enough to classify a case as belonging to $C_k$. Notice that $D$ is not the most general generalization of $C_k$ since in general $D$ does not subsume all the cases belonging to $C_k$ but only a subset of them (those sharing the features of $D$ with the new problem). The similitude term $D$ depends on the new problem, for this reason there are several partial descriptions (i.e. similitude terms) for the same class.

5 Experiments

In this section we describe two applications developed using LID: diabetes risk assessment (5.1) and identification of marine sponges (5.2).

5.1 Complications Risk Assessment in Diabetes

Diabetes mellitus is one of the most frequent human chronic diseases. There are two major types of diabetes: diabetes type I (or insulin-dependent) usually found in people younger than 40 years, and diabetes type II (or non insulin-dependent) often developed in people over this age. Both forms of diabetes produce the same short-term symptoms (i.e. increase of thirst, and high blood glucose values) and long-term complications (i.e. blindness, renal failure, gangrene and amputation, coronary heart disease and stroke).

The main concern in the management of the diabetes is reducing the individual risks of patients in developing new long-term complications and reducing risk of progression in the complications already present. In fact, the expected risks are different whether the patient has diabetes type I than he has diabetes type II. Moreover, the risk is also different whether the patient has no complications (development risk) or he has developed some complication (progression risk). We have developed a case base of 370 patients in collaboration with an expert.

We will focus on three macro-vascular complications: infarct, stroke and amputations. Each of these tasks requires LID to independently classify a problem using
the patients available in the case base. In order to illustrate the performance of LID in the diabetes domain we will focus on the assessment of the infarct risk. For this task the correct partition $P_C$ is formed by the sets of patients that have the same risk class for the infarct complication.

Let us suppose that LID is used to assess the risk of infarct for the patient-371 described in Figure 3. The search of LID can be constrained using domain knowledge. In this domain, we are only interested in considering patients in the case base that share with our current patient the same type of diabetes and the fact of whether or not the patient has macro-complications. Specifically, LID is initialized with $D^0$ (Figure 4a) having features $dm$-type with value 2 and macro-compl? with value false as in patient-371. The discriminatory set $S^0_D$ contains 144 cases having different infarct risk. Therefore the similitude term $D^0$ has to be specialized. The first step is to select the most discriminatory leaf feature using the RLM distance where the correct partition $P_C$ is the classification of the cases according to their infarct risk degree.

LID finds the leaf feature $q$-albumin as the most discriminatory and builds the similitude term $D^1$ by adding to $D^0$ the path $\pi$(patient, $q$-albumin) with $q$-albumin taking value low as in the patient-371 (see Figure 4b). The discriminatory set $S^1_D$ contains 99 cases with different infarct risk. Therefore the similitude term $D^1$ has to be specialized by adding a new leaf feature. LID finds now the leaf feature maculopathy as the most discriminatory. The similitude term $D^2$ is obtained by adding the path $\pi$(patient, maculopathy) to $D^1$ with value false as in patient-371.

The discriminatory set $S^2_D$ contains 66 cases with different infarct risk therefore $D^2$ has to be specialized. Now LID finds other-t as the most discriminant leaf feature. The similitude term $D^3$ subsumes 57 cases with different infarct risk. This means that $D^3$ has to be specialized. The next more discriminant
leaf feature is $q$-cholesterol-total. The similitude term $D^4$ including the path $\pi(\text{patient}, \ q\text{-cholesterol-total})$ with value high subsumes 16 cases that also have different infarct risk. The similitude term $D^5$ is obtained by adding to $D^4$ the path $\pi(\text{patient}, \ blindness)$ with value false. The discriminatory set $S_D^5$ still contains cases having either high or moderate infarct risk. Finally, the similitude term $D^6$ (Figure 4c) is obtained by adding to $D^5$ the path $\pi(\text{patient}, \ q$-hba1c) with value low. The discriminatory set $S_D^6$ contains two cases with moderate risk of infarct. Therefore LID concludes that patient-371 has a moderate risk of infarct. LID explains this classification with the similitude term $D^6$ of Figure 4c and justifies this result with the 2 cases of $S_D^6$.

LID has been evaluated in the following way. An expert diabetologist constructed a gold standard consisting of a risk pattern for macro-complications for the 370 cases of the base. This gold standard gives a unique “correct” risk value for each complication and considers all other risk estimations “incorrect”. In fact, this assumption is too strong because often the expert assesses a range of risks (e.g. very high or high).

The experimental evaluation has been performed with this definition of correctness for the tasks of assessing the risk of stroke, infarct and amputation. For each task, we have built 15 test sets with the 370 patients case base, where each test set has 300 cases randomly chosen as training set. The results of LID upon the remaining 70 cases for each test set where compared with the gold standard and averaged for each task. The accuracy of LID is the following: 100% correct in assessing the stroke risk, 90% correct in assessing amputation risk, and 72.45% correct in assessing the infarct risk. In fact, the incorrect assessment of the infarct risk fail only by one degree (e.g. high risk vs. very-high risk) in 81.69% of the cases. We are currently analyzing those cases with the support of the expert since often he assesses a range of risks that includes the answer of LID.

In addition to estimate the accuracy of LID we have also analyzed the justifications (similitude terms) in order to determine whether the risk has been obtained based on correct assumptions or, conversely, whether it has been obtained from assumptions that the expert considers irrelevant for estimating a risk. Let
us consider assessing the stroke risk where LID always obtains a similitude term containing only one feature: the blood pressure. The expert confirms that the blood pressure is the determining factor for the risk of stroke. When assessing the risk of amputation, the justification contains the feature polyneuropathy that is one of the most important factors according to the expert criteria. Concerning the assessment of the infarct risk, the LID explanations also use among others features such as diabetes duration, cholesterol or haemoglobin that the expert considers as determinant factors for assessing the infarct risk.

Notice that LID explanations are not generalizations describing a class, they are symbolic descriptions of the (important) aspects shared between the problem and similar cases.

5.2 Identification of Marine Sponges

Marine sponges are relatively little studied and most of the existing species are not yet fully described. The main problems in sponge identification are due to the morphological plasticity of the species, to the incomplete knowledge of many of their biological and cytological features and to the frequent description of new taxa. Moreover, there is no agreement around the species delimitation since it is not clear how the different taxa can be characterized. The application of LID to this domain allows the classification of new specimens based on their similarity to specimens clearly classified in some taxa. This similarity, in turn, is based on the relevant features of the specimen that has to be classified.

With the support of two experts, we have developed a case base with the descriptions of 280 sponges belonging to the orders: $C = \{astrophorida, hadromerida, axinellida\}$. LID has been used to identify the order of new specimens.
Let us consider how LID identifies the specimen \(s252\) of Figure 5 given a case base \(B\). LID begins with the similitude term \(D^0 = \text{any}\), the discriminatory set \(S^0_D = B\) and \(p = s252\). Since the cases in \(S^0_D\) belong to several orders, the similitude term \(D^0\) has to be specialized. The first step of the specialization is to select the most discriminatory leaf of \(s252\). Using the RLM distance LID finds that the most discriminatory feature is the leaf \(\text{smooth-form}\). Then LID specializes \(D^0\) to the new similarity term \(D^1\) by adding the path \(\pi(\text{sponge}, \text{smooth-form})\) taking as value the set \(\{\text{style; tylostyle; subtylostyle}\}\) (Fig. 6a).

The discriminatory set \(S^1_D\) contains 25 cases subsumed by the similitude term \(D^1\). Since these cases belong to several orders \(D^1\) has to be specialized. Now LID finds that the most relevant leaf feature is \(\text{grow}\). Then \(D^1\) is specialized to \(D^2\) adding the path \(\pi(\text{sponge}, \text{grow})\) with value the set \(\{\text{erect, encrusting}\}\) (see Figure 6b). The discriminatory set \(S^2_D\) contains 10 cases belonging to the \(\text{axinellida}\) order. Therefore LID classifies the sponge \(s252\) in the \(\text{axinellida}\) order. The explanation of this classification is the similitude term \(D^2\) of Figure 6b stating that the sponge \(s252\) is \(\text{axinellida}\) because 1) has megascleres of form \(\text{style, tylostyle and subtylostyle}\), and 2) grows erect and encrusting.

We evaluated LID in the marine sponges domain with the goal of identifying the order of specimens. We performed six ten-fold crossvalidation runs on the case base containing 280 descriptions of marine sponges. The average accuracy of LID is 89.998% with a standard deviation of 5.827.

## 6 Related Work

There are two main lines of research closely related to our approach on similarity assessment in relational representations. On the one hand, there is research about similarity assessment of structured and complex cases in CBR; and, on the other hand, there is research on relational IBL.

Although a lot of work in similarity assessment of cases in CBR is focused on weighted distances among attribute value vectors there is also active research in establishing similarity estimates among structured representation of cases. Some approaches share the idea of building a “structural similarity” (as our “similitude term” approach) but they use techniques subtree-isomorphism or subgraph isomorphism detection for building the description of this “structural similarity.” In the “structural similarity” is used to guide adaptation phase of CBR and not for the retrieval phase. Another way to construct a similitude
term is using antiunification (computing the most specific generalization of two cases) \cite{15}, and later having a measure to assess which similitude term is better (e.g. using an entropy measure \cite{14}) to select the best precedent in the case-base.

A related approach to feature terms as case representation formalism is that of using Description Logics for this purpose; antiunification can also be used but some assessment measure is also needed, as shown in \cite{12} where a probabilistic interpretation of the “least common subsumer” is used. LID does not use antiunification to build the similitude term; instead it constructs the similitude term guided by an example-driven heuristic to assess the relevance of the features to be added to the similitude term. Finally, some research work on case retrieval use inductive techniques involving the construction of decision trees (as in \cite{4}) and only for cases that are attribute-value vectors.

Relevant work is being carried on for transferring IBL techniques to relational learning, mainly in the ILP framework of a Horn clause representation of cases and background knowledge. An approach in ILP using a concept closed to similitude terms \cite{15,14} is that of Progol’s Analogical Prediction \cite{13}. Progol’s AP is a lazy induction technique capable of binary classification. For each problem, AP tries to build an hypothesis using the Progol engine. If this hypothesis is found the problem is classified as \textit{true}, otherwise the problem is classified as \textit{false}. LID builds a similitude term (“hypothesis”) but can deal with multiple classes. The RIBL system \cite{9,10} first generates cases out of Horn clauses in a knowledge base, then calculates the distance among cases by estimating the relevance of predicates and attributes. RIBL 2.0 \cite{10} uses an “edit distance” to estimate the distance between cases (that can contain lists and terms). Instead of the notion of “distance” among cases LID uses a distance in the heuristic assessment of the importance of features to be included in the similitude term. Moreover, our assessment is not based on a pairwise comparison of “problem vs. case” similarity but takes into account all cases that share a particular “structural similarity” embodied by those cases subsumed by the similitude term that LID builds.

7 Conclusions

We have developed a technique for case-based learning where cases are best represented as collection of relations among entities. The LID approach is based on a similarity assessment used by a heuristic search in a space of symbolic descriptions of similitude. Moreover, the symbolic description of similitude provides an explanation of the grounds on which a precedent case is selected from the case base as most relevant (or “similar”) to the current problem. The symbolic similitude that classifies a problem subsumes a subset of the elements in a class, and as such it is just a partial description of that class. Indeed, this is the main difference between a lazy learning approach like LID and an eager approach as that of induction (see the INDIE inductive method in \cite{3}).

As for future work, we intend to explore a variation of LID that adaptively chooses a middle ground between the extreme points of lazy and eager approaches. Our assumption is that it is unlikely that a lazy (or eager) approach
is always the best suited for all application domains. Thus, our aim will be to
investigate in which situations it is useful to store (memorize) the partial class
descriptions provided by LID an use them to solve new problems and in which
situations is better to keep a purely lazy approach.
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Abstract. This paper investigates the use of meta-learning to estimate the predictive accuracy of a classifier. We present a scenario where meta-learning is seen as a regression task and consider its potential in connection with three strategies of dataset characterization. We show that it is possible to estimate classifier performance with a high degree of confidence and gain knowledge about the classifier through the regression models generated. We exploit the results of the models to predict the ranking of the inducers. We also show that the best strategy for performance estimation is not necessarily the best one for ranking generation.

1 Introduction

The practice of machine learning often involves the estimation of how well a classification learning algorithm would perform in a dataset. There is no classifier that can be predictively successful in every dataset. In addition, any device that selects the most appropriate classifier for a dataset based on its properties is bound to fail in some area of the dataset space \cite{23}. However, there may exist a sub-area of the dataset space that is small enough for such a device to have high performance, compensated by bad performance elsewhere, and yet large enough to include all the datasets we are actually interested \cite{22,17}. Machine learning is possible only if this sub-area exists. Within this sub-area it is possible to estimate the performance of different learners according to the nature of the dataset.

Currently, this estimation is done through the expertise of the machine learning practitioner. The practitioner, of course, brings her previous experience with classifiers as well as her preferences to the estimation process. As a consequence, the estimation is often vague, in many cases unprincipled and always relying on the human expert. Often, the practitioner can appeal to a well established technique in the field, cross-validation, to help the estimation or at least to establish which classifiers are likely to work best. Cross-validation is a priori justifiable because it works for a large enough area of the dataset space \cite{22}. It is, however, too costly. Moreover, it provides no insight concerning the relations between
the performance of a classifier and the properties of the domain. In this sense it provides no principled basis for an analysis of what lies behind successful performance estimations.

Meta-learning is the endeavour to learn something about the expected performance of a classifier from previous applications. In any scenario, it depends heavily on the way we choose to characterize the datasets. Meta-learning has often concentrated on predicting whether a classifier is suitable for a dataset [11] and on selection of the best option from a pool of classifiers [1,13]. In the former, we ask whether a good performance is to be expected from a classifier given the properties of a dataset. In the latter, given a pool of classifiers, we attempt to establish which ones are the best. In both cases meta-learning is constructed as a classification task. Little work has been reported on direct estimation of the performances of classifiers.

In this paper we propose and examine an approach to the direct estimation of classifiers’ performances via meta-learning. We face meta-learning tasks as regression tasks whereby we look for relationships between the properties of a dataset and the performance of the classifier. This direct approach is more flexible than meta-learning for model selection since the estimations are not relative to a specific pool of classifiers.

2 How Can We Predict Accuracies

The idea of using regression to predict the performance of learning algorithms was first used by Gama and Brazdil in [7], where they continued on the framework adopted in STATLOG. They tried to directly predict the error of an algorithm for a specific dataset based on the characteristics of the dataset, as these were defined in the STATLOG project. For each of the learners they evaluated various regression models like linear regression, instance based regression and rule based regression. They report poor results in terms of the Normalised Mean Squared Error (NMSE).

Sohn in [19] uses the results of STATLOG (i.e. same data characterization, same learning algorithms and same datasets) and constructs linear regression models that predict the errors of the learning algorithms on unseen datasets. As she is using the results of STATLOG, the study is limited to 19 datasets. To overcome the small number of datasets she used bootstrapping resampling to estimate the parameters of the regression models. The models were used to provide a ranking of the available learning algorithms. The results show that the statistical models produced, exhibit high performance. However they must be interpreted cautiously because of the limited number of datasets used in the study.

A recent paper provided some initial results related to the use of estimated performances for model selection [10]. It shows that estimating performances leads to a better result in selecting a learner from a pool than learning through a repository of datasets classified in terms of the best performing algorithm in the pool. Using a pool composed by three classifiers, the paper indicates that regres-
sion (by M6), when used to estimate the error of the three classifiers, selects the classifier with least error with better performance than using classification (with C5.0) to decide the best algorithm for a dataset. The experiments, however, were preliminary and concentrated only on one strategy of dataset characterization, on only three classifiers and were performed on artificially generated datasets.

A work on a similar direction is that of instance-based ranking of classifiers through meta-learning, also called zooming [18]. The goal there is to determine a preference order over a pool of classifiers, based on predictive accuracy and computational cost. The ranking for a new dataset is built by inspecting a number of k-nearest neighbours in a collection of reference datasets, that form a meta-dataset. The produced ranking is based on a preference function that weights cost and accuracy. This approach cannot be used as it is to estimate accuracies of learners, but only to provide a relative ranking of them.

Our goal was to broaden this research by considering a greater number of classifiers and different strategies of dataset characterization. We therefore concentrate primarily on performance estimation. Our approach was to construct meta-datasets for regression so that any technique could then be used for performance estimation. A meta-dataset is constructed for each classifier. In order to do that, each dataset needs to be characterised by a dataset characterization strategy that produces meta-attributes. The meta-attributes produced are then the attributes for the meta-learning problem where each data-point corresponds to a dataset. Each data-point contains the description of the dataset by the meta-attributes and the performance of the classifier in the dataset. The meta-dataset can then be treated as an ordinary regression dataset.

In this paper we concentrate on 8 classifiers: two decision tree learning methods (Ltree [6] and C5.0tree [14]), Naive Bayes [4], two rule methods (Ripper [3] and c5.0rules [14]), linear discriminant, nearest neighbor [4] and a combination method, c5.0boost [15, 5]. These classifiers are representative of different types of induction procedures and are among the most popular non-parametric classifiers in machine learning.

3 Strategies of Dataset Characterization

The characterization of datasets is the touchstone of meta-learning. Its success depends on how well can the meta-attributes support generalization. We aim at dataset characteristics that produce accurate estimates and insightful regression models. We will make use of three different strategies of dataset characterization:

- A set of information-theoretical and statistical features of the datasets that were developed as a sequel to the work done in STATLOG [11]. We refer to this strategy as dct. We used the extended set of characteristics given in [20].
- A finer grained development of the STATLOG characteristics, where histograms were used to describe the distributions of features that are computed for each attribute of a dataset, thus preserving more information than
the initial mean based approach of STATLOG. We refer to this strategy as HISTO. A detailed description of the histograms can be found in [9].

Landmarking, a characterization technique where the performance of simple, bare-bone learners in the dataset is used to characterise it [13]. In this paper we use seven landmarkers: Decision node, Worst node, Randomly chosen node, Naive Bayes, 1-Nearest Neighbour, Elite 1-Nearest Neighbour and Linear Discriminant. We refer to this dataset characterisation strategy as LAND. Obviously, when we want to predict the error of an algorithm that is also a landmarker, this landmarker is omitted from the description of the dataset.

Of the three approaches landmarking has a completely different philosophy since it is using the performance of simple learners to characterize datasets. DCT and HISTO are both based on a description of datasets in terms of their statistical and information based properties although using a different set of characteristics, with HISTO trying to exploit the full information contained in the distribution of these characteristics.

4 Regression on Accuracies

Regression was used to estimate the performance of classifiers using the different strategies of dataset characterization. Since the quality of the estimate depends on its closeness to the actual accuracy achieved by the classifier, the meta-learning performance is measured by the Mean Absolute Deviation (MAD). MAD is defined as the sum of the absolute differences between real and predicted values divided by the number of test items. It can be seen as measure of the distance between the actual values and the predicted ones.

In order to compare the estimation capabilities of the three strategies of dataset characterization we used Cubist [16] and a kernel method [21] to perform regression on the meta-dataset. Kernel methods work in an instance-based principle and they fit a linear regression model to a neighborhood around the selected instance. It is straightforward to alter their distance metric in order to make better use of the semantics of the non-applicable values that occur in meta-attributes of DCT and HISTO. The drawback of kernel methods is that they do not produce a model that can be used to improve our knowledge of the relationships between performance and dataset. Cubist, on the other side, produces models in the form of rulesets and therefore is more suitable for our analysis of the insight gained about a classifier by the process of estimating its accuracy. The disadvantage of Cubist, on the other hand, is that it can make no direct use of the non-applicable values found in the meta-features of DCT and HISTO. To be able to use the algorithm we had to recode those values to new ones that lie outside the domain of definition of the dataset characteristics we use. Since at least one of these limitations would apply to every existing regression system, we remedy the situation by applying both the kernel method and Cubist to all meta-datasets. We do that while bearing in mind that the kernel methods
Table 1. Kernel on estimating performance.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>dct</th>
<th>histo</th>
<th>land</th>
<th>dMAD</th>
</tr>
</thead>
<tbody>
<tr>
<td>c50boost</td>
<td>0.112</td>
<td>0.123</td>
<td>0.050</td>
<td>0.134</td>
</tr>
<tr>
<td>c50rules</td>
<td>0.110</td>
<td>0.121</td>
<td>0.051</td>
<td>0.133</td>
</tr>
<tr>
<td>c50tree</td>
<td>0.110</td>
<td>0.123</td>
<td>0.054</td>
<td>0.137</td>
</tr>
<tr>
<td>lindiscr</td>
<td>0.118</td>
<td>0.129</td>
<td>0.063</td>
<td>0.137</td>
</tr>
<tr>
<td>ltree</td>
<td>0.105</td>
<td>0.113</td>
<td>0.041</td>
<td>0.132</td>
</tr>
<tr>
<td>mlcib1</td>
<td>0.120</td>
<td>0.138</td>
<td>0.081</td>
<td>0.153</td>
</tr>
<tr>
<td>mlcnb</td>
<td>0.121</td>
<td>0.143</td>
<td>0.064</td>
<td>0.146</td>
</tr>
<tr>
<td>ripper</td>
<td>0.113</td>
<td>0.128</td>
<td>0.056</td>
<td>0.145</td>
</tr>
</tbody>
</table>

are more likely to produce good results for dct and histo meta-datasets while Cubist is being run for the rulesets it produces.

Experiments were done with 65 datasets from the UCI repository and from the METAL project. For each classifier meta-dataset, we run a 10-fold cross-validation to assess the quality of performance estimations. The quality of the estimation is assessed by the MAD in the 10 folds, and it is compared with the default MAD (dMAD). The latter is the MAD obtained by predicting that the error of a classifier in a test dataset is the mean of the error obtained in the training datasets. dMAD is a benchmark for comparison. We expect regression to produce a smaller MAD than the dMAD. We have to note here that, in the case of landmarkers, when ever we build a model to predict the performance of a classifier that is a member of the set of landmarkers the corresponding landmarker is removed.

The quality of the estimation with the kernel method using different dataset characterization strategies is shown in table. The table presents the MAD in the 10 folds for every regression problem and the dMAD. Using the three dataset characterization strategies, the MAD obtained by the kernel method is smaller than the dMAD, showing that regression is worth trying. Landmarking outperforms the other two strategies by far and produces estimated accuracies with a MAD smaller than 0.081 for every classifier. This means that the average error of the estimated accuracy in unseen datasets will be in the worst case (that of mlcib1) 8.1%. The table shows that a great deal of meta-learning is taking place. Histo and dct do not produce estimates as good as the ones produced by landmarking. One could suspect that this is because the meta-dataset is relatively small when compared to the large number of meta-attributes used by these two strategies of dataset characterization. To check whether reducing the dimensionality of the problem would significantly improve the estimates, we performed feature selection through wrapping in the dct and the histo meta-dataset. The estimates, however, were not greatly improved. We conclude that landmarking performs best in performance estimation using kernel.

With Cubist, the situation is similar. Table shows that land still performs better than dct and histo. The table also gives figures for land-, a strategy
of dataset description where only decision node, random node, worst node, elite nearest neighbour and linear discriminants are used as landmarkers. The reason for this is that with less landmarkers we obtain more insightful models. Also, the loss in MAD is not extreme and land- still performs well when compared to the dMAD.

To examine whether the results presented are significant we performed t-paired tests of significance. In Table 3 we give the results of the t-paired test between each model and the dMAD. We present results only for the kernel based models, but the situation is similar for the cubist based ones. In this table and in the following ones, “+” indicates that the method is significantly better than the default, tie signifies that there is no difference, “−” that the method is significantly worse then the default. The table shows that the performance of landmarkers is always significantly better then the default. DCT is significantly better in 5 out of the 8 cases, and HISTO performance is not statistically different than the default. Furthermore, landmarking is always significantly better than DCT and HISTO for all the eight different learning algorithms. Between DCT and HISTO the differences are not significant for any of the 8 learners.

Concluding we can say that the use of landmarkers to perform accuracy estimation is a method with very good performance and low estimation error, significantly better from HISTO and DCT. The reason for that is: landmark based table

<table>
<thead>
<tr>
<th>Classifer</th>
<th>DCT</th>
<th>HISTO</th>
<th>LAND</th>
<th>LAND-</th>
<th>DMAD</th>
</tr>
</thead>
<tbody>
<tr>
<td>c50boost</td>
<td>0.103</td>
<td>0.128</td>
<td>0.033</td>
<td>0.079</td>
<td>0.134</td>
</tr>
<tr>
<td>c50rules</td>
<td>0.121</td>
<td>0.126</td>
<td>0.036</td>
<td>0.077</td>
<td>0.133</td>
</tr>
<tr>
<td>c50tree</td>
<td>0.114</td>
<td>0.130</td>
<td>0.044</td>
<td>0.078</td>
<td>0.137</td>
</tr>
<tr>
<td>lindiscr</td>
<td>0.118</td>
<td>0.140</td>
<td>0.054</td>
<td>0.127</td>
<td>0.137</td>
</tr>
<tr>
<td>ltree</td>
<td>0.114</td>
<td>0.121</td>
<td>0.032</td>
<td>0.054</td>
<td>0.132</td>
</tr>
<tr>
<td>mlcib1</td>
<td>0.150</td>
<td>0.149</td>
<td>0.067</td>
<td>0.077</td>
<td>0.153</td>
</tr>
<tr>
<td>mlcnb</td>
<td>0.126</td>
<td>0.149</td>
<td>0.044</td>
<td>0.052</td>
<td>0.146</td>
</tr>
<tr>
<td>ripper</td>
<td>0.128</td>
<td>0.131</td>
<td>0.041</td>
<td>0.061</td>
<td>0.145</td>
</tr>
</tbody>
</table>

Table 3. P-values of paired T-tests of significance comparing with the dMAD (Kernel).

<table>
<thead>
<tr>
<th>Classifer</th>
<th>DCT</th>
<th>HISTO</th>
<th>LAND</th>
</tr>
</thead>
<tbody>
<tr>
<td>c50boost</td>
<td>tie (0.112)</td>
<td>tie (0.361)</td>
<td>+ (0.00)</td>
</tr>
<tr>
<td>c50rules</td>
<td>tie (0.075)</td>
<td>tie (0.319)</td>
<td>+ (0.00)</td>
</tr>
<tr>
<td>c50tree</td>
<td>+ (0.045)</td>
<td>tie (0.242)</td>
<td>+ (0.00)</td>
</tr>
<tr>
<td>lindiscr</td>
<td>tie (0.110)</td>
<td>tie (0.548)</td>
<td>+ (0.00)</td>
</tr>
<tr>
<td>ltree</td>
<td>+ (0.030)</td>
<td>tie (0.115)</td>
<td>+ (0.00)</td>
</tr>
<tr>
<td>mlcib1</td>
<td>+ (0.037)</td>
<td>tie (0.269)</td>
<td>+ (0.00)</td>
</tr>
<tr>
<td>mlcnb</td>
<td>+ (0.036)</td>
<td>tie (0.807)</td>
<td>+ (0.00)</td>
</tr>
<tr>
<td>ripper</td>
<td>+ (0.024)</td>
<td>tie (0.217)</td>
<td>+ (0.00)</td>
</tr>
</tbody>
</table>
characteristics are better suited for that type of task. They provide a direct estimation of the hardness of the problem since they are themselves performance estimations. On the other side dct and histo, give an indirect description of the hardness of the problem, through the use of characteristics like attributes correlations, which are more difficult to directly associate with accuracy.

5 Using Estimates to Rank Learners

An obvious way to use the accuracies predicted by regression is to provide a ranking of the learners based on these predictions. In this section we give results for various ways of predicting rankings. We validate their usefulness by comparing them with the true ranking, and the performance of a default ranking.

To evaluate the different approaches, the rankings produced for a dataset are compared to the true ranking of the learners on this dataset. The true ranking is known since we know the accuracies of all the learners on the 65 datasets that we are using. As a measure of similarity of the rankings, we used Spearman’s rank correlation coefficient [12]. We also compare our method with zooming [18]. The results in terms of the average Spearman rank correlation coefficient are given in Table 4. Zooming cannot be applied to the full set of landmarkers, since that will mean using the performance of lindiscr, mlcib and mlcnb to predict their ranking. This is why the corresponding combination, (zooming+land) is not included in the table. We also give the average Spearman’s rank correlation coefficient of the default ranking with the true ranking. The default ranking is a ranking that remains the same no matter what the dataset under examination is. It is computed on the basis of the mean accuracies that the learners achieve over all the datasets. The default ranking, starting from the best learner, is: c50boost, c50rules, c50tree, ltree, ripper, mlcib1, mlcnb, lindiscr. A ranking method is interesting if it performs significantly better than this default ranking: in this case it is worth applying the meta-learning method to discover a suitable ranking for a given dataset. Table 4 gives the results of the statistical significance tests, between the different models and the default ranking. We concentrate on kernel since the rankings produced by cubist perform always worse than the default.

Surprisingly enough the only case that a model is significantly better than the default ranking is the combination of Kernel and dct, even ranking with zoom-
Table 5. P-values of paired t-tests, between the rank correlation coefficients of the models and the rank correlation coefficient of the default ranking

<table>
<thead>
<tr>
<th>Dataset Characterization</th>
<th>Kernel Zooming</th>
</tr>
</thead>
<tbody>
<tr>
<td>dct</td>
<td>+ (0.05) tie (0.862)</td>
</tr>
<tr>
<td>histo</td>
<td>tie (0.147) tie (0.482)</td>
</tr>
<tr>
<td>land</td>
<td>− (0.010)</td>
</tr>
<tr>
<td>land-</td>
<td>− (0.018)</td>
</tr>
</tbody>
</table>

...ing a method specifically created to provide rankings is not significantly better then the default. Although landmarking constructs regression models that have a very low MAD error, it fails to provide a good ranking of the classifiers. The predictions provided by Kernel and dct, while worse than the ones provided by landmarking based models, systematically keep the relative order of the accuracies of the classifiers. So although they do not estimate the performances accurately, they do rank the classifiers well. A reason for the poor performance of landmarking in ranking is that landmarking based regression models give the error as a function of the error of simple learners. This can lead to models where the error of an inducer is proportional to the error of another inducer resulting in a more or less fixed ranking of the available inducers, a fact that explains the poor performance of landmarks when it comes to ranking inducers.

6 What Regression Models Can Tell Us about Classifiers

An advantage of using regression for meta-learning is that we can extract useful knowledge about the classifiers whose performance we are trying to estimate. The generated models refer to a specific classifier. They associate characteristics of the datasets, classifier error. Examining them will give us an idea of what are the dataset characteristics that affect the performance of classifiers.

The main motivation behind the application of Cubist, was the construction of a set of rules in order to see how datasets characteristics associate with learners’ performances, and more important, whether the associations that pop up make sense. Below we can see typical examples of rules constructed by Cubist to estimate the error of Naive Bayes. For each rule, we give the number of the cases (i.e. datasets) that are covered by the rule, and the mean error of Naive Bayes on the cases covered by the rule. Every rule consists of two parts, an IF and a THEN part. The IF part specifies the preconditions that must hold in order for the rule to apply, these preconditions are conditions on specific dataset characteristics which are determined by cubist. The THEN part of a rule is the regression model constructed by cubist to predict the error of Naive Bayes on the datasets covered by the preconditions of the rule. Below we are going to review the produced rules in terms of their agreement with expert knowledge.
*DCT rules:

a) 7 cases, mean error 0.06

IF MAXAttr_Gini_sym > 0.245
AVGAttr_gFunction > -0.91
THEN mlcnb_error = -0.0748
- 0.1528 Cancor
+ 0.1479 Frac
- 0.1179 AVGAttr_gFunction

b) 17 cases, mean error 0.10

IF MAXAttr_Gini_sym <= 0.245
AVGAttr_gFunction > -0.91
THEN mlcnb_error = -0.0965
- 0.252 AVGAttr_gFunction
- 0.1706 Cancor
+ 0.1613 Fract

* HISTO rules:

a) 29 cases, mean error 0.22

IF conc_hist_4 <= 0.0032 AND conc_hist_with_class_0 <= 0.68
THEN mlcnb_error = 0.2074
- 0.25 correl_hist_4
+ 0.21 correl_hist_5
+ 0.04 correl_hist_2
+ 0.02 conc_hist_class_0
- 0.01 conc_hist_class_1
- 0.016 conc_hist_class_1

b) 11 cases, mean error 0.46

IF num_attributes > 7
conc_hist_with_class_0 <= 0.68
con_histo_4 <= 0.0032
THEN mlcnb_error = 0.4235
+ 0.21 correl_hist_5
- 0.25 correl_hist_4
+ 0.04 correl_hist_2
+ 0.02 conc_hist_class_0
- 0.01 conc_hist_class_1

* LAND rules:

a) 34 cases, mean error 0.218

IF Rand_Node <= 0.57
Elite_Node > 0.084
THEN mlcnb = 0.339
+ 0.239 Rand_Node
- 0.18 Worst_Node
+ 0.105 Elite_Node

b) 16 cases, mean error 0.385

IF Rand_Node > 0.57
THEN mlcnb = 0.339
- 1.099 Worst_Node
+ 0.792 Dec_Node
+ 0.292 Rand_Node
+ 0.105 Elite_Node

If we examine the two rules of DCT, we see that they define two sets of datasets based on the MAXAttr_Gini_Sym. The first one containing seven datasets, with the mean error of Naive Bayes on these to be 6%, and the second set containing seventeen datasets, with a mean error of 10%. MAXAttr_Gini_Sym is the maximum gini index, that we compute between one attribute and the class variable. If this characteristic has a high value, this means that there exists one attribute on the dataset that has high information content for the class attribute. The higher the value of this characteristic is, the easier the prediction of the class. By examining the two rules we can see that on the datasets with a smaller value of MAXAttr_Gini_Sym, Naive Bayes has higher mean error. Examining now the regression models constructed for the two rules we see that they are quite similar, they have the same set of dataset characteristics and the same signs on coefficients, with just a slight difference on the magnitude of the coefficients. Cancor is the first canonical correlation between the attributes and the class. As this increases we expect the error to decrease and this is indeed the case, since on the regression models it has a negative sign. Frac is the proportion of total class variation explained by the first canonical discriminant. It seems that this
feature has a negative effect on the error of Naive Bayes, since the corresponding regression coefficient has a positive sign. The gFunction is a measurement for the probability of finding the joint distribution of classes and attribute values for a specific attribute. AVGAttr_gFunction is the average overall the attributes, the higher the value of the characteristic the easier the problem it is, and indeed the error of Naive Bayes decreases when AVGAttr_gFunction increases.

In HISTO, datasets separated according to the value of con_histo_with_class_0. This characteristic gives the percentage of attributes that have a concentration coefficient with the class attribute, between 0 and 0.1, (the concentration coefficient is a measure of association between two discrete characteristics, with 0 for no association at all, and 1 for the highest association). A high value of it implies low association between the attributes and the class attribute, thus one would expect a high error, for the datasets that exhibit that property. The two rules comply with this expectation. Datasets covered by the first rule (i.e. datasets were less than 68% of the attributes have a concentration coefficient with the class variable smaller than 0.1) have lower error, 0.22, than the datasets covered by the complementary rule, 0.46.

In the case of landmarking, we used the smaller set of landmarkers to generate the regression model with Cubist (that is, LAND). In the two rules given above using landmarking, two disjoint sets of datasets are established based on the value of the Rand_Node. Rand_Node is the error of a single decision node created from a randomly chosen attribute. If this node exhibits a high error, chances are that the attributes have poor discriminating power. This situation is indeed captured by the rules. As we may see the datasets covered from the first rule (lower error of Rand_Node), exhibit a lower mean error from the datasets covered from the second rule.

7 Computational Cost

Setting up the different regression models, is a task that is performed only once. After that the produced models can be used on new unseen cases. The main cost of the method comes on the exploitation phase, from the characterization of a new dataset. DCT and HISTO are information and statistical based approaches. Their main cost is on the construction of the contingency tables and the covariance matrixes of the datasets. These have a complexity of $O(n)$, where $n$ is the number of examples of a dataset. Some of the characteristics used require the computation of eigen values of the covariance matrixes, this has a complexity of $O(p^3)$, where $p$ is the number of attributes, so the computational complexity of DCT and HISTO is $O(n + p^3)$ which is much smaller of that of cross validation. In the case of landmarking the computational complexity is that of the cross validation of the landmarkers. The most expensive landmarker used here is the 1-nearest neighbor, whose complexity is $O(n^2)$. We can reduce this complexity, obtaining similar results, if we omit the nearest neighbor landmarker. In this case the complexity is determined by linear discriminants that have a complexity of $O(n + p^3)$. 

8 Conclusions

In this paper we investigated the use of regression learners in order to directly estimate the errors of classification inducers on specific datasets through the use of three different ways of characterizing the datasets. Landmarking provided by far the best predictions among the three different approaches. Using these predictions we were able to provide a ranking of the inducers, with the results being acceptable, on the limit, in only one of the examined cases.

Two are the main prerequisites for meta-learning to be effective, first a good characterization of the datasets and second the morphological similarity of new datasets to the ones used to construct the meta-models. This is not different from the fact that in order, for learned models to be useful, the examples on which they are applied should come from the same distribution as the training examples. The ideal environment for successful utilisation of the approach is one where the analyst normally faces datasets of similar nature.

This is still an initial study and there is lot of work that has to be done, especially in the area of datasets characterization, possibly with the use of new characteristics, or with the combination of the existing ones to a single characterization.
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Appendix Datasets Used

abalone, acetylation, agaricus-lepiota, allbp, allhyper, allhypo, allrep, australian, balance-scale, bands, breast-cancer-wisc,breast-cancer-wisc_nominal, bupa, car, contraceptive, crx, dermatology, dis, ecoli, flag_language, flag_religion, flare_c, flare_c_er, flare_m, flare_m_er, flare_x, flare_x_er, fluid, german, glass, glass2, heart, hepatitis, hypothyroid, ionosphere, iris, kp, led24, led7, lymphography, monk1, monk2, monk3-full, mushrooms, new-thyroid, parity5_5, pima-indians-diabetes, proc-cleveland-2, proc-cleveland-4, proc-hungarian-2, proc-hungarian-4, proc-switzerland-2, proc-switzerland-4, quisclas, sick-euthyroid, soybean-large, tic-tac-toe, titanic, tumor-LOI, vote, vowel, waveform40, wdbc, wpbc, yeast.
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Abstract. The aim of behavioural cloning is to synthesize artificial controllers that are robust and comprehensible to human understanding. To attain the two objectives we propose the use of the Incremental Correction model that is based on a closed-loop control strategy to model the reactive aspects of human control skills. We have investigated the use of three different representations to encode the artificial controllers: univariate decision trees as induced by C4.5; multivariate decision and regression trees as induced by \textit{cart} and; clausal theories induced by an Inductive Logic Programming (ILP) system.

We obtained an increase in robustness and a lower complexity of the controllers when compared with results using other models. The controllers synthesized by \textit{cart} revealed to be the most robust. The ILP system produced the simpler encodings.

Keywords: cognitive modeling, behavioural cloning, decision trees

1 Introduction

Two important issues in behavioural cloning concern the robustness and comprehensibility of the models constructed. For a successful application of the methodology it is required that the controllers constructed by the ML algorithm should be intelligible to human understanding and should replicate the robustness features of the human subject being modeled. It is further desirable that the model be constructed as automatically as possible.

An automatic process of reverse engineering human control skills offers a useful process of fast construction of controllers, specially in tasks where traditional Control Theory is not applicable. As pointed out by Sammut \textit{et al.} (1992) it is also a very useful tool for training student pilots, particularly with regard to determining the aptitude of a candidate at an early stage of training. Hamm 92 (El) refers that Westland Helicopters Ltd uses helicopter engineering simulations, controlled by pilot models, for rotor loads and performance prediction studies. Because a human pilot is not included in the control loop, it is not
necessary for the helicopter simulation to run in real time — performance models may be run faster than real time for chart data production, and complex models may be run at less than real time, in cheap workstations. As Hamm points out, an accurate model of a human pilot is an important issue in this application. Urbančič et al. (1998) describe the application of the reverse engineering methodology to the control of a crane simulation in loading/unloading ships in a harbor.

Experiments reported in Sammut 92 and Michie and Camacho 94 revealed a lack in robustness and high complexity in the synthesised controllers. We made a first extension to the model used in those experiments introducing goals (Goals model) which allowed an increase in diversity in the datasets (the traces could be collected from different task plans). However, the robustness and comprehensibility objectives were not attained satisfactorily as shown in the Camacho 98 experiments. In Camacho 98 the IC model was introduced and the experimental results showed a significant improvement in robustness and complexity of the induced controllers. In those experiments C4.5 was used as the ML tool. C4.5 is not designed to take advantage of numerical classes and is restricted to univariate trees. In this paper we investigate how the previous results concerning robustness and complexity can be further improved using more powerful representation schemes. In the current study we compare the univariate trees results with multivariate decision and regression trees and also with clausal theories. Sammut et al. (1992) already suggested the use of First Order Logic to establish a set of operators with which the controllers should be composed. ILP systems offer a more natural way of providing background knowledge to the learning task than propositional learners. In the current study we profit also from the possibility of specifying constraints on the hypothesis language and therefore discarding “uninteresting” rules.

The experimental results indicate a significant improvement over the C4.5 results.

Although Reinforcement Learning algorithms and Neural Networks have achieved successful applications in control (see [21] and [10]) we did not consider in the current study approaches that, alone, do not produce symbolic and comprehensible descriptions. Comprehensibility is an important issue in applications we address. The use of such algorithms would require an approach similar to the one by Sammut (1988) where a decision tree learning algorithm was applied to extract the strategy produced by BOXES system (Michie and Chambers, 1968) after training to achieved to control the pole and cart. This line of research is currently pursued by Ryan and Reid (1990) using hierarchical RL.

Application of predictive fuzzy control was already successfully done by Yasunobu and Hasegawa (1986) to the crane problem. However their approach is very time consuming and therefore there is place for the automatic synthesis of control rules from recorded performance of well trained operators. A classical
automatic controller by Sakawa and Shinido (1982) was reported to be vulnerable to wind and other unpredictable factors.

Suć and Bratko (1997) applied a novel approach whereby an ML algorithm induces an approximate model of the controlled system that enables the identification of subgoals the operator is said to pursue at various stages of the execution trace. They based their approach on the theory of Linear Quadratic regulator (LQ) controllers. The constructed clones are essentially LQ controllers. The controller is goal directed and takes into account the system’s dynamics resulting in a high degree of robustness. The system is able to automatically identify the stages in a complete trace sequence.

Experimental results show that the LQ clones have no difficulty in controlling the rope swing doing better than regression tree clones of Urbančić and Bratko (1995).

The GRAIL methodology by Bain and Sammut (1999) was intended as an extension of the behavioural cloning methodology to handle goals and overcome robustness problems. It is in a preliminary stage but results show that it produces theories more compact than those of the Sammut et al. (1992) study and learns with much less traces. Bain and Sammut (1999) stress that the extension of GRAIL to use structured theories and background knowledge via first-order learning is most likely to further improve the performance of behavioural cloning.

The rest of the paper is structured as follows. In Section 2 we describe the methodology for reverse engineering human control skills together with some improvements on the original methodology. Section 3 discusses the models of Human Control Skills and describes our Incremental Correction model in detail. The experiments and the results obtained are reported in Section 4. In this section we present the comparative experimental results of using the different controller’s encoding schemes. The last section presents the conclusions.

2 Reverse Engineering Human Control Skills

The methodology for reverse engineering human control skills, as described in [15], consists in the following six steps.

(1) Characterisation of the system being controlled as a set of state and control variables, representing the system status and decisions made by the human controller. (2) Definition of a task plan as a temporal sequence of stages. (3) Execution of the control task by the human controller according to the task plan. While performing the control task the system’s state and control variables are recorded at regular intervals (the behavioural traces). (4) Pre-processing of the trace files to produce the ML tool datasets. (5) Induction of the decision trees using the ML tool. One tree for each control variable and for each stage. (6) Post-processing procedure by assembling all parts into an artificial controller. Apart from the induced code for determining the value
of each control variable, there is a hand-coded part that is responsible for switching the set of trees whenever there is a stage change in the task plan. The artificial controller replaces the human subject in the control cycle.

In the pre-processing phase (step 4) the data undergoes a series of filtering operations. The first filter splits the trace data into stages. A dataset is then created for each control variable and for each stage. Each dataset is then subject to another filtering operation that transforms samples into ML cases. In each sample, the value of the control variable is associated with the state variables and the other control variables of a sample recorded some time before. The time lag accounts for the human perceive-act delay. The control variable of the data set constitutes the class and the state, and the other control variables constitute the attributes. When the synthesised controller is run as an auto-pilot the perceive-act delay is introduced in the control cycle.

In the study of this paper we introduced two changes into the original methodology. First we require that in step 2 each stage corresponds to a basic control manoeuvre characterised by two kinds of goals discussed below. The second improvement includes the use of a wrapper (6) to facilitate the controller construction process by tuning the ML and model parameters (step 5).

The two kinds of goals, Achievable goals and Homeostatic goals, used here are imported from the work on AI planning by [4]. Achievable goals have a well-defined set of start and final states in the state space; arriving at anyone of the final state marks the achievement and termination of such a goal. These goals are the most common type in AI systems. Homeostatic goals are being achieved continuously. They do not terminate when the system is in one of the final states; when changes occur, and the state has changed, activity to re-achieve the final state is re-initiated. Homeostatic goals are like tracking certain required values.

A set of basic operations needs to be defined using the two kinds of goals defined above. During a basic operation the homeostatic and achievable goals remain constant. The task plan is then defined as a sequence of basic operations. In the flight domain, for example, the basic control operations are manoeuvres such as straight and level flight, levelled left turn, etc. In a levelled turn, for example, the homeostatic goals are the bank angle, the altitude and the climb rate and the achievable goal is the final heading. A flight plan is then a sequence of manoeuvres: straight climb, levelled left turn, levelled right turn, etc. We found that including more than a basic manoeuvre into a plan stage would increase the complexity of the control modules for that stage.

3 Models of Human Control Skills

The artificial controllers used in the experiments of [15], [8], [18] and [16] employ a two-level hierarchy of control: a high level module and a low-level one. The high-level module is intended to model the cognitive activity of human control skills. Such activity includes planning and monitoring. The low-level module in-
cludes the models for the reactive aspects of the human control skills. In the work of Stirling (16) the high-level module involves traditional knowledge acquisition (the influence matrix) whereas the low-level module was hand-coded using control theory PD controllers.

In [15], [8] and in the current study the high-level module is hand coded and its only role is to sequence the stages of the task plan. Here the high-level module is also responsible for establishing the context for the low-level module. It switches the low-level modules according to the stage of the task plan. The context is further specified by defining the goal values for the new stage. The low-level module has been implemented as a set of decision trees1, one for each aircraft control and for each stage. At each stage only the trees constructed for that stage are active. This module is the only one induced from the behavioural traces and will be referred as the “model” from now on.

We were only considering models for the reactive aspects of human control skills.

Sammut and Cribb (1990) and Whitley (1995) already pointed out the necessity of data diversity in order to produce robust controllers. However the model used in [15] and in [8] did not allow a great diversity of contexts in the behavioural traces. The Goals model (Camacho 98) improved matters allowing the traces to be collected under different task plans. Although there was an increase in robustness of the Goals model controllers the results were far from the behavioural cloning objectives. It was conjectured in [2] that the models in [15] and in [8] were not a plausible cognitive model. A controller induced within that framework acts as a mapping from a situation (or range of situations) to a control value. This model, therefore requires that the control values have to be memorised for each situation or range of situations. We conjecture that, for complex control tasks, humans do not use such strategy. All these supported the use of the Incremental Correction Model that we now describe.

3.1 The Incremental Correction Model

The Incremental Correction (IC) model is based on a closed-loop or feedback control strategy. There is a acceptable situation in which the controlled system is most of the time. The acceptable situation is characterised by a very small or non existing deviation from the homeostatic goal values. An acceptable situation requires no control change. Action is taken whenever the goal variables values deviate from the goal value. Usually a reasonable “wild guess” is used to make the first correction, specially if the deviation is large. After the first change, a sequence of three basic steps — (re)evaluation, corrections and waiting for the effects of the correction to become perceivable — takes place until the acceptability of the situation is restored. The amount of waiting time involved in real-time control is usually very small. The control strategy is adaptive, in the sense that the direction and magnitude of the correction is directly affected

1 In some experiments we have used an ILP system (IndLog) that generated Prolog-like rules
by the previous change. If the previous change produces a too small reduction in the deviation then the direction of the next change is maintained and the magnitude of change increased. On the other hand, if the deviation is reduced too much or an overshooting is expected, then the direction is changed in the next cycle.

Human expert controllers would make a much more educated guess at the first corrective action than would a novice controller. An unexperienced controller would require a longer sequence of corrective actions than the expert. An expert may even anticipate the system response and dispense the feedback information.

The equations to compute the control values within the IC model are:

$$\Delta \text{control} = \begin{cases} 0, & \text{situation ok} \\ f(\text{state vars, goals, other controls}), & \text{situation not ok} \end{cases}$$

The IC model implements the equation by means of two modules. One module (Coarse Decision) is used to determine if the situation requires a change in the controls. If a change in the controls is required (situation not ok), then another module computes the values of the increment/decrement of the control variables. This module is referred to as Refined Decision module. Whenever a change to a control is made the controller uses a waiting time for the effects of the change to become perceivable (feedback). The IC model inherits the goals and the perceive-act delay from the Goals model. Both modules are induced using ML methods from the behavioural traces of the human subject.

The IC model assumes that a required state can be achieved using corrective actions in the form of increments on the current position of the control value device. This avoids memorisation of the magnitude of the control value for each undesirable situations. In consequence, this model is not only easier to implement, but also provides a more plausible model of human control behaviour.

4 The Experiments

4.1 Experimental Settings

The control task chosen for the experimental evaluation of the models consists in the control of a simulation of an F-16 aircraft performing a levelled left turn. A levelled turn is a nontrivial manoeuvre requiring a close coordination among the controls. The experiments were carried out using ACM 2.4 public domain flight simulator running on a HP Apollo Series 735 workstation. The author played the role of the human pilot necessary for this study. A detailed description of the empirical evaluation of the models can be found in Camacho (2000).

The data used in the experiments are traces of 90 levelled left turn missions performed by the author. Aircraft state and control variables were sampled every 0.1 second. For the levelled left turn the achievable goal is the final heading. The homeostatic goals are the bank angle, the altitude and the climb rate. For each mission the achievable and homeostatic goals (except climb rate) were randomly
generated from a range of admissible values. In all missions and at all times the aircraft was kept within the security envelope (see below). The missions were flown by instruments only, the landscape was not rendered, reducing the possibility of the pilot to use features not measured by the aircraft instruments.

The 90 missions were split into two halves, one for constructing the model and the other to estimate the predictive accuracy of the constructed model. The 90 missions contain approximately 481 000 samples.

The attributes used in the construction of the controller’s ailerons trees were: bank angle; bank angle derivative; bank angle acceleration; pitch and; pitch rate. The attributes used in the construction of the controller’s elevators trees were: altitude deviation; climb rate; climb rate derivative; bank angle; bank angle derivative and climb rate acceleration.

The wrapper is a simple cycle that generates combinations of parameters values, synthesises the controller’s components with such parameters values and estimates the performance of the controller with the constructed components. In the current study the wrapper was applied to the synthesis of each controller component (i.e. a decision tree) separately, estimating its performance on an independent test set (at induction time). Although we are including model parameters such as the perceive-act human delay in the wrapper we have no guarantee the component will behave well at deployment-time. At deployment-time there are interactions among controls that are not taken into account by the estimates on independent test sets when a single component is constructed at a time. To overcome such limitation of our current study we envisage to include in the wrapper the simulator where the controllers are evaluated. Doing that we may synthesise and test the deployment performance of the whole controller and generate the best combination of parameters for the full set of controller components.

4.2 Performance Evaluation

The following error measures give an indication on how close the model is to the original system, the human controller. The Error Rate (ER) and the Root Mean Square Error (RMSE) were measured on an independent test set and defined as

\[
\text{ER} = 100 \times \frac{\sum_{i=1}^{N} \begin{cases} 0 & \text{if } cls'_i = cls_i \\ 1 & \text{otherwise} \end{cases}}{N} \quad \text{RMSE} = \sqrt{\frac{\sum_{i=1}^{N} (cls'_i - cls_i)^2}{N}}
\]

where cls\(_i\) is the actual class and cls\(_i\)' is the predicted value. Since the Coarse Decision module of the IC model outputs an action/no action decision, that is, a non numerical decision, only the Error Rate is used in this case.

Complexity of the induced trees was estimated using the tree size.

The robustness of the controllers is estimated by the number of successful missions within the total used. A mission is successful if there is no crash between the initial and final points.
The flight smoothness is evaluated using a deviation measure associated with each of the three homeostatic attributes. For each homeostatic attribute the Mean Absolute Deviation (MAD) is measured using the definition

$$MAD = \frac{\sum_{i=1}^{N} |att_i - goal|}{N}$$

Associated with each homeostatic goal there is a maximum acceptable deviation for that variable values. The frontier of the n-dimensional region containing the maximum acceptable values for the homeostatic variables is called the security envelope. All missions flown by the human subject that produce the behavioural traces were flown within the security envelope. The boundary for the altitude deviation is 100 ft, for the climb rate is 1000 ft/min and for the bank angle is $3^\circ$. The performance is evaluated by measuring the flight time percentage spent outside the envelope.

4.3 Evaluating the IC Model

For the IC model all samples are initially considered. The target definitions to learn within the IC model are: “change the control or not” and if the previous decision is favorable to change the control then the next decision is “what is the increment/decrement value to use”. However the samples with no change in the control value largely outnumber the samples with “events” (the ratio is 36:1). The unbalance of such a dataset affects the results and needs to be corrected. The adopted procedure is as follows. In the first decision (action/no action) consider all the “events” as belonging to the same class (action) and all non-event samples as the other class (noaction). Build a data set with two classes equally represented by sampling from the noaction cases a number of cases equal to the action cases. The tree constructed with such dataset is then used to filter the “events” and produce the dataset for the Refined Decision module. In such a filtering procedure an event case is retained if it is predicted as ”action” by the tree of the Coarse Decision module, otherwise is discarded. In the dataset of the Refined Decision module the increment of the control variable is restored as the class value.

Results with Univariate Trees

In the first set of experiments we used C4.5 as the ML algorithm. The induced controller successfully flew all the 90 missions. As the smoothness results, are concerned the MAD values (see Table 1) are very close to the human performance and even surpass the human performance in two of the measurements (climb rate and bank angle). There is also an improvement in Error rate (see Table 2) that is nearly half of the values obtained with previous models (Goals model). When comparing with previous models, the tree size is substantially smaller.
Table 1. Deployment-time performance. The results for altitude, climb rate and bank angle represent the average of the MAD values weighted with flight time.

<table>
<thead>
<tr>
<th>Model</th>
<th>altitude (ft)</th>
<th>climb (ft/min)</th>
<th>bank angle (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>train</td>
<td>test</td>
<td>train</td>
</tr>
<tr>
<td>IC (C4.5)</td>
<td>36</td>
<td>34</td>
<td>95</td>
</tr>
<tr>
<td>IC (CART)</td>
<td>15</td>
<td>14</td>
<td>105</td>
</tr>
<tr>
<td>Human</td>
<td>22</td>
<td>21</td>
<td>194</td>
</tr>
</tbody>
</table>

Table 2. Independent test set results for tree learners. CD stands for Coarse Decision module. RD stands for Refined Decision module.

<table>
<thead>
<tr>
<th>tool</th>
<th>module</th>
<th>ailerons</th>
<th>elevators</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>tree size</td>
<td>Error Rate</td>
</tr>
<tr>
<td></td>
<td></td>
<td>nodes</td>
<td>(%) x1e4</td>
</tr>
<tr>
<td>C4.5</td>
<td>CD</td>
<td>83</td>
<td>38.6</td>
</tr>
<tr>
<td></td>
<td>RD</td>
<td>663</td>
<td>-</td>
</tr>
<tr>
<td>CART</td>
<td>CD</td>
<td>47</td>
<td>37.3</td>
</tr>
<tr>
<td></td>
<td>RD</td>
<td>75</td>
<td>-</td>
</tr>
</tbody>
</table>

Results with Multivariate Trees

The Refined Decision control has to predict a numerical quantity and therefore we expected that C4.5 would do better than C4.5 on those datasets since C4.5 induces regression trees that minimise the RMSE. There was in fact an improvement of the C4.5 trees over the C4.5 ones. The C4.5 results on RMSE are nearly half the C4.5 results (Table 1). The controllers constructed with C4.5 have smaller tree size than the ones constructed with C4.5 (Table 2) (compare the tree size of the C4.5 controller — 15 nodes — with the C4.5 tree for the elevators control — 143 nodes). However the complexity of the internal nodes in the C4.5 trees are higher since C4.5 trees may have linear combination of attributes in the internal nodes. The internal nodes of C4.5’s trees are much more difficult to interpret than the simple > and ≤ tests used in the C4.5 trees.

The results with both univariate and multivariate trees were confirmed by repeating the experiments using four extra partitions of the train/test set.

Comparison with Human Controller Performance

The results of Table 1 show that the IC model controller constructed with C4.5 outperformed the human controller in all of the three deviation measures whereas the C4.5 surpasses the human subject in two (climb rate and bank angle). The climb rate MAD of the controller constructed with C4.5 is 54% the MAD of the human subject. The bank angle MAD value is 57% of the human subject and the altitude MAD value is 71%. These results represent a significant evidence of the “clean-up effect” (Michie et al., 1990).
Results with Clausal Theories

The third set of experiments aims at further reducing the complexity of the induced controllers. For that purpose we used and Inductive Logic Programming (ILP) system called IndLog (Camacho 2000) and encode the controller components as clausal theories.

The IndLog system was provided with background knowledge that included the < and > relations available to C4.5 and CART and also linear discriminants capable of producing equations similar to CART trees internal nodes. IndLog was further provided with multivariate linear regression equations to predict numerical control values in the Refined Decision module. We expected that this latter facility would increase controller robustness. A linear equation would allow the controller to extrapolate from the training conditions and produce control values for large deviations not seen during the training. An ILP system like IndLog is able to use almost any kind of background knowledge (statistical models, geometrical models etc..). Furthermore the user may easily specify restriction to the hypothesis language that avoid “uninteresting” rules to be produced. Both of these features revealed important in the current study.

Table 3. Independent test set results for ILP system. CD stands for Coarse Decision module. RD stands for Refined Decision module.

<table>
<thead>
<tr>
<th>module</th>
<th>ailerons</th>
<th></th>
<th>elevators</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>theory size</td>
<td>Error Rate (%)</td>
<td>RMSE</td>
<td>theory size</td>
</tr>
<tr>
<td></td>
<td>clauses</td>
<td>x1e4</td>
<td></td>
<td>clauses</td>
</tr>
<tr>
<td>CD</td>
<td>6</td>
<td>37.3</td>
<td>-</td>
<td>9</td>
</tr>
<tr>
<td>RD</td>
<td>5</td>
<td>-</td>
<td>1.6</td>
<td>4</td>
</tr>
</tbody>
</table>

The induction-time results are very close to the ones obtained with CART as can be seen in Table 3.

So far we haven’t been able to successfully fly the 90 missions with the controller induced by the ILP system. The main reason is due to the linear equations that may very easily produce instability in the control since they may extrapolate to large control values. We are considering imposing a limit in maximum and minimum control values.

5 Conclusions

The use of goals and attributes that measure deviations from the defined goals brings a significant improvement in the models. It makes possible to use data from different task plans when constructing the controllers and it enables to use the same controller in different circumstances. Being able to increase the diversity of the training data is an important issue when trying to construct robust controllers.
The main contribution of the IC model is a substantial increase in robustness of the new controllers. The flight simulation performance values surpassed those of the human subject performance on the same missions (clean-up effect).

The trees constructed within the IC model exhibit a smaller size than the ones from previous experiments in reverse engineering human control skills. Intelligibility of the models is an essential point in the success criteria and the small tree sizes are a good step towards their comprehensibility.

Multivariate trees and clausal theories evaluated in the study revealed a significant improvement over the univariate trees. ILP system allowed the specification of background knowledge and language constraints that improves comprehensibility of controllers.

As future work we intend to include the flight simulator in the wrapper cycle in order to account for control interactions at deployment-time.
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Abstract. This paper proposes a generic extension to propositional rule learners to handle multiple-instance data. In a multiple-instance representation, each learning example is represented by a "bag" of fixed-length "feature vectors". Such a representation, lying somewhere between propositional and first-order representation, offers a tradeoff between the two. Naive-RIPPERMi is one implementation of this extension on the rule learning algorithm RIPPER. Several pitfalls encountered by this naive extension during induction are explained. A new multiple-instance search bias based on decision tree techniques is then used to avoid these pitfalls. Experimental results show the benefits of this approach for solving propositionalized relational problems in terms of speed and accuracy.

1 Introduction

In most ML applications, the choice of knowledge representation for a learning example is between a fixed-length "feature vector" and a first-order representation. The motivation for using first-order representation is that it is the natural extension to propositional representation. However, a known drawback of using first-order logic is that its expressivity is so high that in order to learn efficiently, strong biases such as determinacy, are often required on the hypothesis space. Giordana et al. have recently shown that there is a phase transition in relational learning [10] linked to the exponential complexity of matching. They argued that relational learners could hardly search in practice for target concepts having more than four non-determinate variables. The difficulty of learning relations has stimulated attempts towards extending Attribute/Value representation rather than directly using first-order logic based representation. Multiple-instance representation, where each example is represented by a "bag" of fixed-length "feature vectors" [8], is an extension that offers a good tradeoff between the expressivity of relational learning and the low complexity of propositional learning. Data represented as bags of vectors may either be found naturally in chemical domains [8], in images classification tasks [12], or be produced after multiple-instance propositionalization of first-order data [17, 1].

Much work has been done on multiple-instance learning. Unfortunately, available learners are not able to efficiently generate easily interpretable rule sets or decision trees. Also, the generated models cannot be reformulated into first-order theories; these
learners can therefore not be used to solve relational learning problems with multiple-instance propositionalized data. Because propositionalization based relational learners (such as Still [14]) often outperform classical relational learners, relational learning based on multiple-instance propositionalization (which is much more adapted to non-determinate domains than standard propositionalization [17]) is a promising field for which efficient multiple-instance rule learners will be needed.

This paper proposes a framework for extending propositional rule learners to handle multiple-instance data. A first extension is presented and implemented in the RIPPER rule learning algorithm. The resulting algorithm, called NAIVE-RIPPERMI, is evaluated and analysed on artificial datasets. Several pitfalls encountered by this naive extension are then characterized before showing that a modification of the refinement procedure implemented in RIPPERMI avoid these pitfalls. Experiments on artificial datasets are used to validate these improvements. The last section presents experiments on relational data and shows the benefits of a multiple-instance learner for relational learning. As our algorithms generate rule sets, it is possible to use them on relational learning problems reformulated into multiple-instance learning tasks, to generate first-order rules. NAIVE-RIPPERMI and RIPPERMI are compared against three popular relational learners on the mutagenesis prediction problem.

2 The Multiple Instance Learning Problem

2.1 Definition and Notation

In the traditional setting of machine learning, an object is represented by a feature vector \( x \), to which is associated a label \( f(x) \). Let \( \mathcal{X} \) be a feature vector space, and \( \mathcal{Y} \) the finite set of labels or classes. For the sake of simplicity, we will restrict ourselves to the two-class case, i.e. \( \mathcal{Y} = \{\oplus, \ominus\} \). The goal then, typically, is to find a classifier \( h : \mathcal{X} \rightarrow \mathcal{Y} \) which minimizes the probability that \( f(x) \neq h(x) \) on a newly observed example \( (x, f(x)) \).

Within the multiple instance framework, objects are represented by bags of vectors of variable size. Vectors are also called instances. As in the traditional setting, they can contain numeric as well as symbolic features. The size of a bag \( b \) is noted \( |b| \). Its instances are noted \( b_1 \ldots b_{|b|} \). The multiple instance induction task consists of finding a classifier \( H : 2^\mathcal{X} \rightarrow \mathcal{Y} \), which accurately predicts the label \( F(b) \).

The multiple instance learning problem has been associated to a bias introduced by [8], which will here be referred to as the single-tuple bias, as opposed to the multi-tuple bias proposed by [13]. It can be formally defined as follows:

**Definition 1** The single-tuple bias is a restriction on the set of functions \( H : 2^\mathcal{X} \rightarrow \{\oplus, \ominus\} \) to those for which there exists a function \( h : \mathcal{X} \rightarrow \{\oplus, \ominus\} \) such that \( H(b) \equiv \exists i, h(b_i) \).

The underlying idea is that for certain learning tasks, if a bag is labeled positively, then at least one of its instances must be responsible for this.

\(^1\) Note that functions on the instance space (resp. bag space) will be noted lower case (resp. upper case).
This idea can be particularly well illustrated in an example on which this bias has been extensively used: the task of predicting whether molecules smell musky or not [8]. Dietterich chooses to represent molecules as bags of vectors, each vector describing a steric configuration of the molecule. It is well known by chemists that a molecule is musky iff at least one of its configurations has given properties, which make the entire molecule smell musky. Thus, there exists a function \( h \) representing these properties, such that the function \( H(b) \) - which is derived from \( h \) as shown earlier - is an accurate classification function for this learning task.

### 2.2 Related Work

Previous work on learning from multiple-instance examples has focused on the problem of learning axis-parallel rectangles (APR) under the single-tuple bias. In particular, Dietterich et al. [8] have designed APR algorithms to solve the task of predicting whether a molecule is musky or not. Other APR algorithms such MultiInst [3] have been tested on this learning task, and many interesting learnability results have been obtained [5, 2]. More recently, Maron et al. proposed a new multiple-instance algorithm called Diverse Density [12], which they applied to image classification. Finally, the lazy learning approach to multiple-instance learning has been investigated by Jun et al. [16].

The algorithms mentioned here do not generate interpretable hypotheses such as rule sets, which is our purpose. In the following, a method for inducing multiple-instance rules with a modified traditional rule learner will be presented. Note that Blockeel and De Raedt [4] already presented a method for extending propositional learners to handle relational data. The extension of a propositional learner to the multiple-instance case is less complex, and yields specific multiple-instance issues, as will be shown in the following.

### 3 Extending a Propositional Learner

#### 3.1 Motivation

This section presents a method for the extension of a propositional learner to handle multiple-instance data using the single-tuple bias. Our choice to adapt a propositional learner instead of designing new multiple-instance algorithms is justified by the three following points. First, the two learning problems are very similar. In fact, multiple-instance data can easily be represented by a single set of vectors, and under the single-tuple bias, the multiple-instance and the single-instance search spaces are identical. Thus, the extension may be simple. Secondly, the existing multiple-instance learners [8,3,12] do not generate interpretable rules or decision trees. Note that an MI learner able to generate rule sets can be used to solve relational learning problem with an appropriate reformulation algorithm such as Repart [17]. This will be detailed in the final section. Finally, propositional learning is a mature field, and many of the available algorithms can efficiently handle large databases, while achieving low error rates. The extension of such a learner to the multiple-instance case will thus benefit from this maturity.

Extending a decision tree induction algorithm to the multiple-instance case raises several algorithmic problems, due to the divide-and-conquer aspect of the learner. These
issues are beyond the scope of this paper and will be addressed elsewhere. Fortunately, these problems are not encountered in the rule learning coverage algorithms. We have therefore chosen to propose an extension of propositional rule learners using a coverage algorithm.

### 3.2 A Single-Tuple Naive Extension of RIPPER

Let us now study the modifications needed by a single-instance (i.e. traditional) rule learning algorithm in order to incorporate the single-tuple bias. Let us consider a generic single-instance rule learner using a coverage algorithm. It can be seen as an algorithm iteratively searching for a function \( h \) under a given bias, such that this function will minimize a given criterion related to the prediction error of \( h \) on the training dataset \( D \). This criterion varies from one algorithm to another. RIPPER \(^7\) and C4.5 both use a criterion based on the information gain. To compute the value of this criterion, the learners first evaluate \( \text{count}(h, D, \oplus) \) and \( \text{count}(h, D, \ominus) \), which denote the number of positive (resp. negative) examples from \( D \) covered by \( h \).

In order to adapt a single-instance learner to the multiple instance case, we first need to transcribe a multiple instance bag set into a simple set of vectors, without any loss of information. This can be done by adding to each instance two attributes, the first one named \( \text{bagid} \) identifying the bag it belongs to and the second one named \( \text{bagclass} \) encoding the class of its bag.

After having done this, we must now modify the evaluation criterion, such that \( H(b) = \exists i, h(b_i) \) is evaluated instead of \( h \). To do so, we will replace the function \( \text{count}(h, D, c) \) by \( \text{count\text{-}\text{single\text{-}tuple}}(h, D, c) \) evaluating the number of bags of class \( c \) encoded in \( D \) covered by \( H \). Note that because of the single-tuple bias, if \( h \) covers a single vector \( x \), then the bag identified by \( \text{bagid}(x) \) will be considered as covered by \( H \). Thus, we have:

\[
\text{count\text{-}\text{single\text{-}tuple}}(h, D, c) = |
\{\text{bagid}(x); x \in D \wedge h(x) \wedge \text{bagclass}(x) = c\}|
\]

We have chosen to implement these modifications in RIPPER, a fast efficient rule learner designed by Cohen \(^7\) which has been shown to be as accurate as C4.5 on classical datasets. In addition, the rule sets induced by RIPPER are usually very short, thus being easily interpretable. RIPPER includes several functionalities such as pruning and rule optimization, which also had to be adapted to handle single-tuple hypotheses. The rule refinement strategy of RIPPER consists in greedily adding the best literal without any backtracking. The optimization phases are thus important to improve the accuracy of the rules induced. The resulting algorithm, which we call \textsc{Naive-RipperMI}, inherits most of RIPPER’s qualities, such as the ability to efficiently handle large datasets in nearly linear time with the number of examples and the number of features.

### 3.3 Evaluating \textsc{Naive-RipperMI}

In order to compare \textsc{Naive-RipperMI} to the other multiple-instance learners, we chose to run experiments on the \texttt{musk} datasets, already presented in section 2.2. For a detailed
description of these datasets, see [8]. Table 1 presents the results of Naive-RipperMI measured using a tenfold cross-validation on the data.

On the musk1 dataset, the hypotheses generated by Naive-RipperMI contain an average of seven literals. This is primarily due to efficient pre-pruning and post-pruning techniques implemented in Ripper. In addition, the average induction time is less than sixty seconds on a Sun SparcStation 4 computer. The two algorithms which are here more accurate than Naive-RipperMI on musk1 generate models which are not directly interpretable. Both Iterated-discrim-APR and All-pos-APR have been specifically designed for this learning task [8]. In contrast, the ILP algorithms such as Tilde which give comprehensible theories are slower than our learner on this specific task.

On the musk2 dataset, Naive-RipperMI obtains an accuracy of 77%, which is far from the results on the musk1 dataset. In the former, the average number of instances per bag is much bigger than in the latter. More precisely, during cross-validations, Naive-RipperMI generates from the musk2 dataset concise hypotheses achieving low error rates on the training data, but whose error rates on the test data are significantly higher. This may be due to the large number instances and attributes, which causes some non-predictive hypotheses to be consistent with the training data. Instance selection algorithms based on prototype selection techniques are currently under investigation by the authors to overcome this problem. Finally, note that because the musk datasets only contain numerical attributes, we do not expect our algorithms to compete with fully numerical methods such as APR learners.

In the following, the relation between consistency on training data and predictive power will not be addressed. Hence, our goal will not be to improve the accuracy of our learner on the musk datasets. Instead, we will focus on the ability of Naive-RipperMI to find consistent hypotheses. Considering that Naive-RipperMI is a simple MI extension of an optimized single-instance algorithm, it is likely to be sub-optimal. For example, the greedy search procedure of Ripper may not be adapted to finding consistent MI hypotheses on datasets containing many instances. In the following section, the behavior of our algorithm will be analyzed carefully on artificial datasets, in order to design improvements.

Table 1. Compared accuracy of MI learners on both musk datasets.

<table>
<thead>
<tr>
<th>Learner</th>
<th>Musk1</th>
<th>Musk2</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>ITERATED-DISCRIM-APR</td>
<td>0.92</td>
<td>0.89</td>
<td>Axis-parallel Rectangle</td>
</tr>
<tr>
<td>Citation-kNN [16]</td>
<td>0.92</td>
<td>0.86</td>
<td>k-nearest neighbour</td>
</tr>
<tr>
<td>DIVERSE DENSITY [12]</td>
<td>0.89</td>
<td>0.82</td>
<td>Points in X</td>
</tr>
<tr>
<td>RIPPERMI</td>
<td>0.88</td>
<td>0.77</td>
<td>rule set</td>
</tr>
<tr>
<td>Naive-RipperMI</td>
<td>0.88</td>
<td>0.77</td>
<td>rule set</td>
</tr>
<tr>
<td>Tilde [4]</td>
<td>0.87</td>
<td>0.79</td>
<td>horn clauses</td>
</tr>
<tr>
<td>ALL-POS-APR [8]</td>
<td>0.80</td>
<td>0.73</td>
<td>APR</td>
</tr>
<tr>
<td>MultiInst [3]</td>
<td>0.77</td>
<td>0.84</td>
<td>APR</td>
</tr>
</tbody>
</table>
4 Analysis of RIPPERMi Algorithms

The purpose of this section is to analyze and to understand the behavior of the algorithm presented earlier as Naive-RIPPERMi. This analysis will enable us to discover potential drawbacks, which we will try to solve. The following questions will guide our research. When the number of instances is equal to one, Naive-RIPPERMi is equivalent to RIPPER; how, therefore, does the algorithm react when the number of instances increases? Is the search procedure of Naive-RIPPERMi adapted to large numbers of instances? When does the algorithm fail to induce a theory? Considering that a multiple-instance learner can be viewed as a biased ILP learner [13], how well does an ILP algorithm compare to ours?

To answer these questions, we need datasets on which all is known, in order to run several experiments. We have therefore decided to design a simple artificial dataset generator. The following subsection presents the generation of these datasets and their use.

4.1 Validation Protocol Using Artificial Datasets

In order to test and validate the multiple instance abilities of Naive-RIPPERMi, we constructed an artificial dataset generator which builds MI datasets according to parameters provided by the user. As stated above, we were primarily interested in understanding the behavior of our algorithm as the number of instances per bag increases. For this reason, we measured the accuracy of our algorithms on several randomly generated datasets having a given number of instances per bag.

Each artificial dataset contains 200 bags, a given number of instances, and 12 boolean attributes. The target concept is a boolean conjunction of three literals combining 3 attributes out of 12. The distribution of the values of each attribute is chosen randomly by the artificial dataset generator. The bags are then built by drawing a given number of instances independently from this distribution, and labeled according to the target concept chosen by the generator. The decision to use a conjunction of boolean attributes, and a static number of instances per bag was intended to focus only on the multiple instance aspect of Naive-RIPPERMi, without taking into account its capability of handling numerical attributes or bags of variable size. Note that in the single-instance case this class of target concepts is PAC-learnable, whereas in the multiple-instances case, it is not. In the latter case, if viewed in the ILP setting, these concepts are 12-nondeterminate linked horn clauses, which were proven not to be PAC-learnable [11]. Thus, the complexity shift from one to more than one instances is very large.

Naive-RIPPERMi will finally be tested on the mutagenesis dataset containing both numerical attributes and bags of variable size in the last section.

The different MI extensions of RIPPER described in this paper were run on these datasets with the default parameters, which consist of two optimization passes each followed by a pruning phase. Hundreds of datasets containing a given number \( k \) of instances per bag were generated; then, the accuracy of each algorithm was measured

2 the source code and further experimentation details can be found on http://www-poleia.lip6.fr/~chevaley/ART_DAT_GEN/
by averaging two-fold cross-validations over these datasets. The average classification error is plotted on figure 1 as well as the corresponding learning time using a log-scale. For example, on datasets containing 15 instances per bag, NAIVE-RIPPERMI obtains an average classification error rate of 26.5%, and the induction phase lasts less than a three seconds on a Sun SparcStation 4 computer.

The ILP learners FOIL and TILDE were also run on these datasets in order to evaluate the ability of ILP tools on multiple-instance data. The top curve on the left part of figure 1 shows their accuracy with various numbers of instances per bag. On this particular task, they are outperformed by NAIVE-RIPPERMI in terms of accuracy. However, TILDE’s induction time is very low, due to the "learning from interpretation" framework it implements.

4.2 Pitfalls during Induction

In this section, NAIVE-RIPPERMI will be analyzed, its pitfalls will be described, and the next section will propose algorithmic modifications to overcome them.

Let $x_j(b_i)$ denote the $j^{th}$ attribute of the instance $b_i$. For the sake of simplicity, multiple-instance rules $H(b)$ of the form $\exists i, x_1(b_i) = 0 \land x_2(b_i) = 1 \land \ldots \land x_j(b_i) = 0$ will be noted as $(x_1 = 0) \land (x_2 = 1) \land \ldots \land (x_j = 0)$. A careful examination of the theories induced on the artificial datasets revealed three pitfalls of NAIVE-RIPPERMI. To illustrate these pitfalls, let us consider the four bags shown in table 2. The target concept is $(x_1 = 1) \land (x_2 = 0) \land (x_3 = 1)$. NAIVE-RIPPERMI’s strategy to refine a rule will be to examine each possible literal, and to add the one which brings the highest gain. Here, starting with an empty rule, the candidate rules $(x_1 = 1)$, $(x_2 = 0)$, and $(x_3 = 1)$ each cover all four bags, $(x_1 = 0)$ and $(x_3 = 0)$ both cover one positive and two negative bags, and $(x_2 = 1)$ covers two positive and one negative. Thus the best literal to start with, in terms of information gain, is $(x_2 = 1)$. This literal is misleading w.r.t. target concept. Given a target concept $F(b) \equiv \exists i, f(b_i)$, a literal $\ell$ will be said misleading iff $\ell \Rightarrow \neg f$. We can easily show that with the artificial data sets used here,
rules containing misleading literals have the following property: whatever their empirical error rate\(^3\) is, their true error rate is higher than that of the default rule. In addition, when the number of instances per bag increases, the probability of having misleading literals correlated with the target concept on the dataset also increases, so does the probability that the induction algorithm chooses a misleading literal. Note that misleading literals is a typical multiple-instance phenomenon which cannot appear in the single-instance case. In the latter case, any rule containing a misleading literal would have an empirical error rate of 100%. Thus, empty rules would always be preferred to rules with misleading literals. In the following section, an algorithmic modification will be proposed to cope with this pitfall. The second pitfall can again be observed on the examples of table 2. From the six candidate rules proposed by Naïve-RIPPERMi three rules cover the four bags. These three rules are thus indistinguishable for the learner. To avoid this pitfall, a new coverage measure has been developed. Due to space limitations, this measure which is based on counting the number of instances per bag covered by a rule will be described in a forthcoming paper. The last pitfall described in this paper consists in irrelevant literals added to rules. Irrelevant literals are literals which do not belong to the target concept, but which are not misleading. In single-instance rule learning, irrelevant literals are generally added at the end of rules because of overfitting. In multiple-instance learning, irrelevant literals may appear anywhere in a rule because candidate literals are often indistinguishable, as explained earlier. Although this phenomenon appears very often with multiple-instances, it can also appear with single-instance data.

### 4.3 Avoiding Pitfalls

Algorithmic modifications of Naïve-RIPPERMi’s search procedure to avoid misleading and irrelevant literals are now described. Suppose we are refining a rule \( R \) which is known not to contain any misleading literal yet. Let \( \ell \) be the best literal to add to \( R \), according to Naïve-RIPPERMi’s greedy strategy. Of course, we cannot be sure that \( \ell \) is not a misleading literal. Yet, it is clear that at least one of the two literals \( \ell \) and \( \neg \ell \) is not misleading. Hence, by considering both \( R \cup \ell \) and \( R \cup \neg \ell \), at least one of the two rules will not contain any misleading literal. The induction process thus undoubtedly avoids this pitfall. Note that the process of examining two rules at each refinement step can be seen as building a binary decision tree from which a single rule is extracted. In such a tree, each node corresponds to a literal and paths from the root node to the leaves corresponds to the candidate rules.

\(^3\) the empirical error rate of a rule is generally defined as \( \frac{fp}{fp+tp} \) with \( tp \) and \( fp \) being the number of covered examples which label is (resp. is not) that predicted by the rule
Our new refinement procedure builds such a decision tree, starting with a root node. Let \( \{s_i\} \) be the set of leaves of the current tree, and \( r_i \), the rule associated with the path from the root node to the leaf \( s_i \). Let \( \text{gain}(r, r^*) \), the gain function used by NAIVE-RIPPERMi to evaluate the benefit of replacing the rule \( r \) by \( r^* \). Let \( \ell_i \) be the literal which maximizes the gain \( g_i = \text{gain}(r_i, r_i \cup \ell_i) \) for each rule \( r_i \). The leaf \( s_j \) which has the highest gain \( g_j \) is chosen for expansion: the leaves corresponding to literals \( \ell_j \) and \( -\ell_j \) are added to \( s_j \), which is now an internal node. This refinement process stops when all gains \( g_i \) are null. At last, the rule \( r_i \) which brings the highest value of \( \text{gain}(\{\}, r_i) \) is extracted from the tree.

Considering the worst case, the storage requirement of this algorithm is linear with the total number of instances in the training set. In practice, small trees are generated by this algorithm, as all gains \( g_i \) become null rather quickly. This is due to the fact that often in multiple-instance learning tasks, large parts of the instance space are of no use to separate positive bags from negative ones. Note that the complexity of building this tree is similar to building a single-instance decision tree, which is \( O(m \log m) \) where \( m \) is the number of examples in the single-instance case and \( a \) the number of attributes. In the multiple-instance setting, \( m \) represents the total number of instances. Assuming as in \cite{7,9} that the number of generated rules is approximately constant, the complexity of RIPPERMi is thus \( O(ma \log m) \). Further experiments conducted on the artificial datasets confirmed that the algorithm’s runtime was approximately linear with the number of bags. Due to lack of space, these experiments will be detailed elsewhere.

When running this algorithm on the small dataset described in table 2, it explores the decision tree as shown in figure 3. The leaves of the tree indicate how many positive and negative bags are covered by the corresponding rule. Here, the rule \((x2 = 0) \land (x1 = 1) \land (x3 = 1)\) covers two positive bags (2) and no negative one. This rule will thus be extracted from the tree, and the pitfall will be avoided. Much work has been done recently on the use of decision trees as a temporary representation for single-instance rule induction. Nevertheless, as stated by Frank and Witten \cite{9}, in the single-instance case, decision trees are used as a substitute to a global optimization on rule sets. Thus they do not provide a qualitative algorithmic improvement, unlike in the multiple instance case for which they enable pitfalls to be avoided.

In addition to misleading literals, induced theories may contain irrelevant literals anywhere in the rules. In the single-instance case, irrelevant literals usually appear at the end of the rule, because of overfitting. To avoid this, RIPPER implements a reduced
error pruning technique which tests and removes literals at the end of rules. We therefore added after this pruning step another step consisting in a modified reduced error pruning algorithm examining literals in the current rule in any order. Using the same validation procedure as earlier, the graphs of figure 1 respectively show the average classification error rate and induction time of RipperMi, the new algorithm implementing both improvements. With the dataset containing 15 instances per bag, for example, the classification error decreases from 26.5% to 18.9%. Note that these algorithmic improvements, aimed at inducing consistent hypotheses, have no impact on the musk learning task, as Naive-RipperMi was already consistent on these data.

5 Experiments on Relational Data

It has been shown that under various biases, the problem of learning from first-order data can be converted to a lower-order learning problem, in particular to attribute-value learning tasks. This process, called propositionalization, has already been investigated within the multiple-instance framework in [17]. In this section Naive-RipperMi and RipperMi will be used in association with Repart [17] to solve a traditional ILP problem: the mutagenesis prediction task [15].

5.1 Solving the Mutagenesis Problem with a Multiple-Instance Learner

The mutagenesis prediction problem [15] consists in inducing a theory which can be used to predict whether a molecule is mutagenic or not. To achieve this, a dataset describing 188 molecules with prolog facts is used. Several relational descriptions of the domain are available. We will use the description termed $B_2$ [15] where atoms and bonds are described, and $B_3$ which includes $B_2$ as well as two global molecular properties.

The algorithm Repart [17] has been used to generate several propositionalizations. After each propositionalizations, the MI learner is launched on the reformulated data, and it outputs an hypothesis and its accuracy on the training set. The process stops if this accuracy is sufficiently high. If not, another more complex reformulation is chosen, and so forth. Using the description $B_2$, Repart first represents molecules as bags of atoms. Thus, each instance contains the three attributes describing a single atom. As expected, this reformulation did not yield good results. During the second step, Repart represented molecules as bags of pairs of bonded atoms. The following subsection describes the results using this reformulation. With the $B_3$ description level, the first reformulation

<table>
<thead>
<tr>
<th></th>
<th>$B_2$</th>
<th>$B_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RipperMi</td>
<td>0.82</td>
<td>0.91</td>
</tr>
<tr>
<td>NaiveRipperMi</td>
<td>0.78</td>
<td>0.91</td>
</tr>
<tr>
<td>Tilde</td>
<td>0.77</td>
<td>0.86</td>
</tr>
<tr>
<td>Progol</td>
<td>0.76</td>
<td>0.86</td>
</tr>
<tr>
<td>Foil</td>
<td>0.61</td>
<td>0.83</td>
</tr>
</tbody>
</table>

Table 2. Compared accuracy of RipperMi with ILP learners on the mutagenesis dataset.
chosen by Repart has shown to be sufficient. This reformulation consisted in representing each molecule as a bag of atoms each to which was added global molecular properties.

5.2 Experiments and Results

The results of Naive-RipperMi and RipperMi are compared to those of state of the art ILP learners able to generate comprehensible hypotheses Progol [15], Tilde [4], and FOIL. Table 2 shows the accuracy of these learners measured with a tenfold cross-validation. Both Naive-RipperMi and RipperMi perform equally well on the \( B_3 \) description, which is not surprising, because most literals added to the induced theories are global literals. Therefore, their multiple-instance ability is not challenged here. On the other hand, the reformulation using the \( B_2 \) description level does not contain any global attributes. This explains the higher accuracy obtained by RipperMi compared to that of NaiveRipperMi. The following is an example of rule generated by our learner:

\[
\text{active} \leftarrow (\text{type1} = 1) \land (\text{ch1} < 0.288) \land (\text{ch2} < -0.404)
\]

It indicates that if a molecule has a pair of bonded atoms such that the first one is of type 1 and has a partial charge lower than 0.288 and that the second one has a partial charge lower than -0.404, then the molecule is mutagenic. Both MI learners are faster than ILP algorithms. For example, on the \( B_2 \) description level, Naive-RipperMi induces an hypothesis less than 150 seconds on a Sun SparcStation 4. In comparison, Progol requires 117039 seconds, Tilde requires 539 seconds, and FOIL requires 4950 seconds.

6 Conclusion

The problem of supervised multiple-instance learning is a recent learning problem which has raised interest in the machine learning community. This problem is encountered in contexts where an object may have several alternative vectors to describe its different possible configurations. Solving multiple-instance problems using propositional algorithms raises subtle issues that are related to the notion of bags of instances whose coverage is by essence different from that of mono-instance problems. We have proposed a method to extend a propositional rule learning algorithm to the multiple-instance case. Some drawbacks of this method have been detected and a better search procedure was developed. Each refinement has been validated on artificial datasets.

With the help of the Repart [17] algorithm, which reformulates first-order examples into bags of instances, our algorithm has been tested on the well known mutagenesis relational dataset. RipperMi yielded good results compared to those of FOIL Tilde and Progol on this problem. It also showed to be significantly faster. We therefore argue that the multiple instance paradigm may be very useful for solving a wide range of relational problems. Relational data mining tasks may also be addressed by multiple-instance learners, in particular when it is possible to create bags of instances making sense by joining tables together [6]. Finally, a future application of our learner will be to embed it in a mobile robot to recognize real-world objects from segmented images.

Many questions remain opened. The pitfalls described here appear more often when instances are independantly drawn from a distribution \( \mathcal{D} \). How often do they appear if
this does not hold any more? In fact, most theoretical studies were made under this statistical assumption which was shown to be reasonable in many cases. An interesting research issue would be to develop weaker assumptions which would be more realistic.
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Abstract. Modern agent and mediator systems communicate to a multitude of Web information providers to better satisfy user requests. They use wrappers to extract relevant information from HTML responses and to annotate it with user-defined labels. A number of approaches exploit the methods of machine learning to induce instances of certain wrapper classes, by assuming the tabular structure of HTML responses and by observing the regularity of extracted fragments in the HTML structure. In this work, we propose a general approach and consider the information extraction conducted by wrappers as a special form of transduction. We make no assumption about the HTML response structure and profit from the advanced methods of transducer induction, in order to develop two powerful wrapper classes, for samples with and without ambiguous translations. We test the proposed induction methods on a set of general-purpose and bibliographic data providers and report the results of experiments.

1 Introduction

The World Wide Web has become an enormous information resource and a bunch of new applications rely on Web search engines, news, weather or shopping sites, in order to find and deliver information relevant to user needs. The communication with Web information providers is done by retrieving Web pages or sending cgi-requests; in either case, an application faces the problem of understanding a provider response in HTML and extracting and labeling relevant information fragments; special software components dedicated to this task are conventionally called wrappers [5,12].

The manual generation of wrappers is a time-consuming and error-prone task and a number of methods have addressed the automatic wrapper generation [4,8,9,10,11,13,14]. These methods invoke the machine learning techniques and define the problem of wrapper generation as induction of instances of a certain wrapper class from labeled samples.

While wrapping one-value or one-slot HTML responses, such as stock values or weather forecast rarely poses serious problems to any learning program, wrapping pages with complex structure often unveils its limitations. As an example, most approaches to wrapping search engines assume the tabular form of answers and provide special treatment for different variations, like missing or multi-valued attributes. However, the
assumption does not hold for search engines with sophisticated response structure like Medline or Cora.\footnote{http://www.medportal.com, http://cora.whizbang.com.}

The power of a wrapper class is crucial as more powerful classes allows one to successfully wrap more sites. In this work, we propose a general approach which makes no assumption about the response structure and consider the information extraction conducted by wrappers as a special form of transduction. Our approach is inspired by the OSTIA transducer induction method \cite{OSTIA} which learns transducers from positive samples and pushes back the output labels to postpone translation conflicts. By analogy, in our methods we learn accurate wrapper extraction rules from positive samples which may have ambiguous labeling.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{Fig1.png}
\caption{Sample fragment from CSBiblio site.}
\end{figure}

In HTML pages with complex structure, extracted information can be complex and thus labels that annotate extracted fragments may have a path-like form. The result of information extraction is semistructured data, represented as a tree where each node is labeled and may have a value \footnote{http://liinwww.ira.uka.de/bibliography/index.html.}. The extracted semistructured data can be similar, poor or richer than the structure of original HTML file; its complexity is actually driven by the user’s perception and needs. The semistructured data model has a highly expressive power, it permits one to cope with all possible variations in the page structure. Figure \ref{fig:CSBiblio} shows a sample fragment from the Computer Science Bibliography site. The extracted data is shown in Figure \ref{fig:SemistructuredData}; it has a nested structure where each tuple groups coherent information and tuples are grouped by bibliographic collections.

**HTML and XML.** The problem of wrapping HTML pages may disappear with the wide use of XML for data exchange. However, the current expansion of XML remains essentially limited to business-to-business solutions, therefore HTML interface will remain,
at least for some time in future, the principal way of interaction with thousands of Web information providers.

Determinism in wrappers. Applications relying on Web data require from wrappers the delivery of reliable and accurate data. For this reason, the determinism is of the prime interest in the wrapper induction. While the induction methods can be nondeterministic or stochastic, the deterministic information extraction remains a must in the wrapper generation.

2 Transducers

Wrappers parse input HTML strings, extract some tokens and annotate them with user labels. Thus, the information extraction conducted by a wrapper appears similar to transduction of strings of an input alphabet into strings of output alphabet [9]. Below we we remind some notions from the formal language theory and discuss the difference between transducers and wrappers.

For any string $x$ over an alphabet $\Sigma$, $x^r$ denotes the reverse of $x$. The concatenation of two strings $x$ and $u$ is denoted $xu$. The string $v$ is a prefix of the string $x$ if and only if there exists a string $u$ such that $vu = x$. A language is any subset of $\Sigma^*$. $Pr(L)$ denotes all prefixes of $L$. A positive sample set of the language $L$ is a finite set of strings from $L$.

A transducer $T$ is a 6-tuple $T = (\Sigma, H, Q, q_0, F, \delta)$, where $\Sigma$ and $H$ are input and output alphabets, $Q, q_0, F$ are sets of all, initial and final states, and $\delta$ is a map from $Q \times \Sigma$ to $Q \times H$ [7]. Transducer $T$ is deterministic, iff there is at most one rule for any pair $(q, a)$ in $\delta$: if $\delta(q, a) = (q', h')$ and $\delta(q, a) = (q'', h'')$, then $q' = q''$ and $h' = h''$, where $a \in \Sigma$, $h', h'' \in H$, $q, q', q'' \in Q$. For an accepted string $x \in \Sigma^*$, transducer $T$ translates $x$ into an output $y = T[x] \in H^*$.

Wrappers and transducers. There are two main difference between wrappers and transducers. The first, obvious one is in the way they produce the output. When a transducer consumes an input token $a$ and executes the transition $\delta(q', a) = (q, h)$, it emits an output symbol $h$. A wrapper instead outputs the value of token $a$ labeled with $h$, denoted $a(h)$. In other words, translation in transducers corresponds to labeling in wrappers. One can easily establish a one-to-one mapping between outputs produced by transducers and wrappers, in the following we will use the notions of translation and labeling interchangeably.
The second, more serious difference between wrappers and transducers is in the way they treat input strings. While transducers cope with accepted input strings and their translation, the prime interest in wrappers remain the information extraction and correct labeling. As result, we develop a wrapper representation alternative to conventional transducers. Any wrapper is represented as a set of information extraction rules; it neglects the issue of input strings acceptance but addresses the correct and valid information extraction.

**HTML tokenization.** There are different ways to tokenize HTML files, where elements use opening and closing tags to group element contents and sub-elements. Unfortunately, unlike XML, the HTML standard does not require the proper tag nesting; as consequence, the majority of real-world HTML files are not well-formed. For this reason, we consider a simple tokenization of HTML, where alphabet $\Sigma$ contains all HTML tags (both opening and closing ones) and a special token $C$ for element contents, $\Sigma = \{C, <html>, </html>, <title>, \ldots\}$; any HTML file is considered as a string over $\Sigma$. For example, an HTML fragment $<title>$Home Page</title>$ is a sequence of three tokens, $<title>, C$ and $</title>$, where $C$’s value is ’Home Page’.

Elementary information extracted from a tokenized HTML file can be one token or a part of token, like href attribute in an $<a>$ element or src attribute in an $<img>$ element. However, in the following, we assume that only element contents (denoted by $C$) are extracted from a file, that is, labeled with user-defined labels, like Author or Title, while all other tokens are labeled with a dummy label $\lambda \in H$\footnote{Those element contents which are not extracted from a file are equally labeled with $\lambda$.}. This assumption is made only for the sake of simplicity; in the general case, the algorithms can be directly extended to allowing user-defined labels on any tokens from $\Sigma$\footnote{Those element contents which are not extracted from a file are equally labeled with $\lambda$.}.

**Example 1.** Assume an information provider $I$ generates HTML pages using the following regular structure: $<hr> (C(\text{Author})<p>(C(\text{Title})<hr>|<br>))*$ The corresponding transducer $T_1$ is given by $(\Sigma,H,Q,q_0,F,\delta)$, where $\Sigma=\{<hr>, <p>, <br>, C\}, O = \{\text{Author}, \text{Title}, \lambda\}, Q = \{q_0, \ldots, q_4\}, F = \{q_1\}$ and $\delta = \{\delta(q_0,<hr>) = (q_1, \lambda), \delta(q_1,C) = (q_2, \text{Author}), \delta(q_2,<p>) = (q_3, \lambda), \delta(q_3,C) = (q_4, \text{Title}), \delta(q_3,<br>) = (q_4, \lambda), \delta(q_4,<hr>) = (q_1, \lambda)\}$. The transducer is shown in Figure 3 for transparency we omit all occurrences of $\lambda$.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{transducer.png}
\caption{Transducer $T_1$.}
\end{figure}
3 Induction from Positive Samples

To induce a wrapper for an information provider, one has to collect sample HTML pages generated by the provider; such pages form a positive sample set denoted $S$, from which the transducer should be induced [15]. Any element $s \in S$ is a couple $(x, y)$, $x \in \Sigma^*$, $y \in H^*$. In the case of HTML samples, $s$ is a tokenised HTML file, pre-processed by annotating all occurrences of $C$ with labels from $H$. The transducer induction from a sample set consists in building a prefix tree transducer and generalizing it by merging some states. For the wrapper induction however, we modify the procedure which will build a prefix tree transducer and then infer the wrapper extraction rules from it.

For a sample set $S = \{(x, y)\}$, we define the prefix tree transducer $PTT(S)$ as $(\Sigma, H, Q, q_0, F, \delta)$, where $X = \{x\}$, $Q = Pr(X)$, $F = \{X\}$, $\delta(u, a) = (ua, h)$, whenever $u, ua \in Q, a \in \Sigma$, $T[ua] = h$.

Example 2. Let the label set $H$ include labels Author and Title and the annotated sample set $S_1$ be the following: {
\begin{verbatim}
<hr>
C(Author)<p>C(Title)<hr>C(Author)<p><br>,
<hr>C(Author)<p><br>C(Author)<p><br>,
<hr>C(Author)<p>C(Title)<hr>.
\end{verbatim}
}
The prefix tree transducer for $S_1$ is given in Figure 4.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig4.png}
\caption{Prefix tree transducer \emph{PTT}(S_1).}
\end{figure}

Unlike the prefix trees for finite-state automata which are always deterministic [1], prefix tree transducers can be deterministic, like transducer $PTT(S_1)$ above, or non-deterministic. Two wrapper induction algorithms introduced in the following sections are inspired by the OSTIA transducer inference method [15]. Our algorithms depend on whether the prefix tree transducer built for a sample set $S$ is deterministic or not. First, we consider deterministic prefix tree transducers and develop a wrapper induction method based on the analysis of prefixes of labels in $S$ and the construction of minimal prefix sets; analyzing such sets will be sufficient to detect unique labels for input tokens. Then, in Section 5 we consider the case the nondeterministic prefix tree transducers which raise the problem of ambiguous labeling; we will extend the first induction method with the combined analysis of prefixes and suffixes to disambiguate the token labeling.

4 Deterministic Prefix Tree Transducer

Let $h \in H$ label some occurrences of $C$ in $s \in S$. We denote as $R(s, h)$ the set of all reverse prefixes for labeled tokens $C(h)$ in $s$, $R(s, h) = \{s_1 \mid s = s_1 C(h) s_2\}$. The union of reverse prefixes for $h$ in all $s \in S$ gives the set $R(h) = \{\cup_{s \in S} R(s, h)\}$. 
In Example 2, the reverse prefix sets for labels Title and Author are the following: \( R(\text{Author}) = \{ \langle \text{hr}, \text{Author} \rangle, \langle \text{C} \rangle \} \) and \( R(\text{Title}) = \{ \langle \text{hr} \rangle, \langle \text{p} \rangle \} \).

The following preposition establishes an important relationship between the determinism of a prefix tree transducer and the emptiness of intersection of reverse prefix sets.

**Preposition 1** For a sample set \( S \), the corresponding prefix tree transducer \( \text{PTT}(S) \) is deterministic iff for any pair of different labels \( h \) and \( h' \) in \( S \), \( R(h) \cap R(h') = \emptyset \).

The preposition provides a general mechanism for the deterministic information extraction in wrappers induced from samples. Assume the proposition holds for a given set \( S \), reverse prefix sets are built for all labels in \( S \) and we want to extract information from a new sample \( x \in \Sigma^* \). Then, for any occurrence of \( C \) in \( x \), it is sufficient to build its reverse prefix, comparing it to all sets \( R(h) \) will uniquely identify the label for \( C \).

Preposition 1 uses the full reverse prefixes for labels in \( S \). However, full reverse prefixes is of little practical use as they can require long learning and huge sample sets. Below we propose minimal prefix sets as an alternative to full prefix sets. This alternative representation, on one side, preserves the relationship established by Preposition 1 and, on other side, is compact and efficient in use.

### 4.1 Minimal Prefix Index

For a labeled sample \( s = (x, y) \), \( k \) leading labeled tokens of \( s \) is called \( k\)-prefix and denoted by \( s[k] = (x[k], y[k]) \); if \( \text{len}(s) < k \), \( s[k] = s \). Given the prefix set \( R(h) \) for label \( h \) is \( S \), the set \( R_k(h) = \{ s[k] | s \in R(h) \} \) is called the \( k \)-prefix set of \( h \) in \( S \), for distinct labels \( h \) and \( h' \), the minimal prefix index is given by \( k(h, h') = \min \{ k | R_k(h) \cap R_k(h') = \emptyset \} \).

**Example 3.** For the sample set \( S_1 \) in Example 2, we obtain \( k(\text{Author, Title}) = 1 \). Indeed, since \( R_1(\text{Author}) = \{ \langle \text{hr} \rangle, \langle \text{br} \rangle \} \) and \( R_1(\text{Title}) = \{ \langle \text{p} \rangle \} \), we obtain that \( R_1(\text{Author}) \cap R_1(\text{Title}) = \emptyset \).

For the entire set \( S \), we calculate the **minimal prefix index** as the maximum among \( k(h, h') \) for all label pairs in \( H \): \( k_S = \max \{ k(h, h') | h \neq h' \} \). The value \( k_S \) establishes the upper bound on the length of the reverse prefixes to deterministically label any \( C \) occurrence in \( S \).

**Minimal prefix set.** The way we obtain the minimal prefix index \( k_S \) shows how to replace the full prefix sets \( R(h) \) for all labels in \( S \) with minimal prefix sets, denoted \( M \). The definition for minimal prefix sets is given below; in addition to the feature established in Preposition 1, called separability, such sets should satisfy two additional conditions, namely completeness and minimality.

**Definition 1.** The minimal (reverse) prefix set \( M \) for label \( h \) in a sample set \( S \) is such a set of reverse prefixes for which three following features hold:

- **Separability:** \( \forall h' \neq h \in S: M(h) \cap R(h') = \emptyset \).
Completeness: for any reverse prefix \( s \) in \( R(h) \), there exists a prefix \( p \in MR(h) \) such that \( p \) is a prefix of \( s \).

Minimality: \( \forall p \in MR(h), \) replacement of \( p \) with any proper prefix of \( p \) results in loosing the separability feature.

For any \( h \), \( MR(h) \) is obtained from \( R(h) \) by replacing any element of \( R(h) \), first with its \( k_S \)-prefix which satisfies the separability and completeness requirement above. Then, we can try to reduce the prefix further, till the minimality is reached. There exists an incremental procedure which constructs the minimal prefix sets for all labels in a sample set in polynomial time [2]. For the sample set \( S_1 \), we obtain the minimal prefix index \( k_S \) equals 1, and \( MR(\text{Author})=\{<hr>,<br>\} \) and \( MR(\text{Title})=\{<p>\} \).

5 Nondeterministic Prefix Tree Transducer

In the previous section, we have studied the case when the prefix tree transducer built from sample set \( S \) is deterministic. However, as we mentioned, \( PTT(S) \) can be nondeterministic. In such a case, Preposition 1 does not hold and analysis of token prefixes is insufficient to disambiguate the token labeling. In this section, we extend the prefix-based analysis to suffixes as well and propose a wrapper induction method that copes with non-determinism in sample sets.

Assume that two annotated samples \( s^1, s^2 \in S \) start with the prefixes \( uC(h) \) and \( uC(h') \), respectively, where \( h \) and \( h' \) are different labels of \( H \). Any tree transducer built from set \( S \) will have a non-deterministic choice when trying to label the token \( C \), since samples \( s^1 \) and \( s^2 \) exemplify the different labeling of \( C \), with \( h \) and \( h' \), respectively.

Though \( S \) can be nondeterministic, we still assume that \( S \) is consistent, that is, there are no two different samples \( s^1 = (x^1, y^1) \) and \( s^2 = (x^2, y^2) \) in \( S \), such that \( x^1 = x^2 \) but \( y^1 \neq y^2 \).

We will say that two distinct occurrences \( C(h) \) and \( C(h') \), \( h, h' \in H \) conflict in sample set \( S \), if \( R(h) \cap R(h') \neq \emptyset \). As an example, consider the transducer \( T_2 \) in Figure 5. It has a nondeterministic choice at state \( q_1 \), where token \( calC \) can be labeled as either as Author or Title. Consider an example of annotated sample set corresponding to this transducer.

![Nondeterministic transducer T2](image)

**Fig. 5.** Nondeterministic transducer \( T_2 \).

**Example 4.** Let the label set \( H \) include labels Author and Title and the annotated sample set \( S_2 \) be \{ \(<hr>,<hr>C(\text{Author})<p>C(\text{Title})<hr>C(\text{Author})<p><br>\),
For the sample set $S_2$, we obtain the following inverse prefix sets for \textit{Author} and \textit{Title}: \[ R(\textit{Author}) = \{ \texttt{<hr>}, \texttt{<hr>C}\textit{Author}\texttt{<hr>}, \texttt{<hr>C}\textit{Author}\texttt{<hr>} \}, \quad \text{and} \quad R(\textit{Title}) = \{ \texttt{<hr>}, \texttt{<hr>C}\textit{Author}\texttt{<hr>}, \texttt{<hr>C}\textit{Author}\texttt{<hr>C}\textit{Title}\texttt{<hr>} \}. \]

These two reverse prefix sets conflict as having the common item \texttt{<hr>}. The solution to the prefix conflicts is in extending the analysis, beyond prefixes, to suffixes of input tokens. Indeed, for a labeled token $\textit{C}(h)$ in two conflicting samples $s^1$ and $s^2$, the prefix comparison is insufficient, and the conflict resolution might require to lookahead and to compare suffixes of $u\textit{C}$ in $s^1$ and $s^2$. Such technique corresponds to postponing the conflict resolution in sub-sequential transducers \cite{15}. If the sample set is consistent, observing both prefixes and suffixes can provide sufficient information to disambiguate labeling in conflict cases. Beyond the case of nondeterminism in sample sets, the analysis of suffixes can be equally helpful when the minimal prefix indexes and sets obtained by the previous method are too large. In such cases, considering \textit{windows} which combine prefixes and suffixes can considerably reduce the number of context tokens needed for the label disambiguation.

Similar to prefix sets, we consider the set of all suffixes for $\textit{C}(h)$ in $S$. Let $\textit{C}(h)$ appear in $s \in S$, $s = s_1\textit{C}(h)x'(y')$. The \textit{window} for the given labeled token $\textit{C}(h)$ is defined as a pair $(s_1^*, x')$; it contains the (labeled) reverse prefix and (not labeled) suffix of $\textit{C}(h)$. The set of all windows of $\textit{C}(h)$ in $s$ is denoted $W(h, s)$ and the set of all windows of $\textit{C}(h)$ in $S$ is denoted $W(h): W(h) = \{ \bigcup_{s \in S} W(h, s) \}$.

The following preposition establishes an important relationship between the consistency of a sample set and label disambiguation.

\textbf{Preposition 2} If a sample set $S$ is consistent, then for any pair of labels $h$ and $h'$ in $S$, we have $W(h) \cap W(h') = \emptyset$.

\textit{Proof.} (Sketch) From contradiction, let assume that a given sample set $S$ is consistent but a pair of labels $h$ and $h'$ in $S$, $W(h) \cap W(h') \neq \emptyset$. Then there exists a window $w = (s, x)$ shared by both sets $W(h)$ and $W(h')$. Therefore $S$ should have two samples $s^1$ and $s^2$ such that $s^1 = s\textit{C}(h)x(y)$ and $s^2 = s\textit{C}(h')x(y')$, and whatever $y$ and $y'$ are, $S$ is not consistent.
5.1 Minimal Window Index

Preposition 2 gives a general method for the deterministic labeling when sample sets contain ambiguous translations. Similarly to the prefix case, now we introduce minimal window indexes and sets as compact alternative to the entire window sets. We will determine minimal window sets for all labels by observing the $k$-prefixes and $l$-suffixes, we can uniquely identify the labeling for any $C$ occurrence in $S$.

Given the window set $W(h)$ for $C(h)$, the set $W_{k,l}(h) = \{(s[k], u[l])|(s, u) \in W(h)\}$ is called the $kl$-window set of $C(h)$ in $S$, $k, l = 0, 1, 2, \ldots$. For two distinct labels $h$ and $h'$, the minimal window index is given by $kl(h, h') = \{(k, l)|W_{k,l}(h) \cap W_{k,l}(h') = \emptyset\}$. and moreover the sum $k + l$ is minimal among all similar pairs.

For a given sample set $S$, we calculate the minimal window index as the maximal window index $kl_S = (k', l')$ for all pairs of labels in $H$, where

$$k' = \max\{k|(k, l) = kl(h, h'), h \neq h'\},$$

$$l' = \max\{l|(k, l) = kl(h, h'), h \neq h'\}.$$  

The value $kl_S$ establishes the upper bound on the lengths of $k$-prefix and $l$-suffix that guarantee the uniquely labeling of any occurrence of $C$ in $S$.

Minimal prefix set. The minimal window set $MW$ for all $h$ in $S$ are defined in the way similar to the minimal prefix sets. Unfortunately, unlike the minimal prefix sets, there may exist many different minimal window sets for the same set $S$ and finding a globally minimal one is an computationally expensive task. However, there exists a greedy algorithm that build the (locally) minimal window sets for all labels in $S$.

For the sample set $S_2$ above, we obtain the (globally) minimal window sets for Author and Title as follows: $MW(\text{Author})=\{(\emptyset, <hr>)\}, ((\emptyset, <br>) \}$ and $MW(\text{Title})=\{(\emptyset, <p>\})$. Finally, $kl(\text{Author})=kl(\text{Title})=(0,1)$.

6 Related Work

The wrapper induction problem has been intensively studied over last years [4,6,9,11,13,14]. In [11], Kushmerick first identified some simple classes of HTML wrappers which can be efficiently inferred from labeled samples. These classes assume a tabular structure of the response page. The wrapper inference is therefore reduced to the efficient detection of tag sequences preceding each label in such a tabular form. In [13], a wider set of HTML wrappers is considered. Beyond the tabular forms, the method also induces wrapper grammars in cases when some missing labels are they change the appearance order on the response page. Other wrapper classes has been proposed to treat multiple-valued labels, label permutations [9], nested labels in well-formed HTML pages [14] and disjunctions [4,9,13]. Some methods [9] are based on transducer-based extractors; however, because the simplifying assumptions about the page structure, none of these methods has however reached the 100% success rate.

7 Experiments and Analysis

For experiments, we have selected 16 information providers among about 100 ones generated for Xerox’s AskOnce meta-searcher (http://www.mkms.xerox.com/askonce).
Selected providers cover two large domains, general-purpose search engines (8 sites) and bibliographic data providers (8 sites). They represent a wide range of complexity in response pages, including such different features as varying occurrences and permutations of labels, interleaving response items with advertisements, highlighting query keywords, label nesting, etc.

The complexity of a site is measured by the number of labels, by the size of minimal prefix/window sets (elements of either set are called extraction rules) and by minimal prefix/windows indexes. Complex sites have numerous labels and large MR and MW sets, and consequently, they require more samples for the accurate learning.

The wrappers based on both minimal prefix and minimal window sets have been successfully generated for all sites; in other words, sample sets for all sites are consistent and deterministic. In general, for the selected set, the window-based method outperforms the prefix-based method on 11% in the learning speed, reduces the total number of rules on 6% and number of tokens needed for disambiguation in 1.6 times. Table 1 reports the experiment results for all sites. Abbreviations used in the table are the following:

- **H** - total number of labels in $H$, including $\lambda$ and Stop,
- **Sz** - total size of minimal prefix/window sets. $\sum_h |MR(h)|$ or $\sum_h |MW(h)|$,
- **RL-m(a), RL-a** - maximal and average size of $MR(h)$ or $MW(h)$,
- **kS, kllS** - minimal prefix/window indexes,
- **PL-a, WL-a** - average length of prefixes/windows in $MR(h)$ or $MW(h)$, $PL-a \leq kS$,
- **WL-a \leq kllS**;
- **L-a** - average number of samples needed to reach 99%-accuracy.

The label set $H$ for all wrappers have been extended with a special label Stop which is learned like any other label; it results in halting the information extraction process. Using Stop allows wrappers to skip the mute tails of HTML pages and thus to make the minimal prefix/window sets smaller.

For each site, $|S| = 15$ labeled samples have been prepared for the evaluation of wrapper induction process. Accuracy of learning is measured by the percentage of correctly extracted and labeled tokens from a page. For each site, 5 tests have been performed, each test consists in learning the minimal prefix/window sets from $i=1,2,3,...$ randomly chosen samples and testing the remaining $(15-i)$ samples against the learned set. The average number (over 5 experiments) of samples needed to learn 99%-accurate prefix/window sets is reported in the table. Here we summarize some important results.

1. The second group of providers appears to be more complex than the first one. Deja.com and Go.com are the simplest among selected providers, their results have a regular table-like form. The prefix/window sets for both sites contain one rule per each valuable label and the remaining rules, 15 and 16 respectively, cope with label $\lambda$ used to ignore HTML fragments before and within the answer list.

2. Many sites have a large gap between RL-m (referring always to label $\lambda$) and RL-a values. This gap is particularly important for advertisement-based sites like Altavista and Excite, while it remains minimal for no-advertisement sites (Google.com, DBLP, ACM and Medline).

---

3. Cora is an example of search engines that visualize query keywords in answers by using a particular font. This splits a unique user label, such as Abstract, in multiple fragments; it results in an important number of rules for Abstract label, in both prefix-based and window-based induction methods.

4. Yahoo.com answers combine category entries and sites. These two sublists have common and different labels. This makes the learning of Yahoo wrapper much longer as compared to any other provider in the first group.

5. Medline differs from other sites by the large number of user labels (21). Although other parameters have values close to average ones, such a large number of labels and their combinations results in the biggest size of the sample set and the longest learning process.

6. The most difficult case takes place with CSBiblio and IEEE sites where several labels like references to PDF/PS/HTML copies of a publication often share the same context (see Figure 1); this results in a very large prefix and window indexes (65 and 44 for CSBiblio, 45 and 23 for IEEE). Consequently, large prefixes/windows require a longer learning. Possible solutions for cases like CSBiblio and IEEE are either the normalization of conflicting labels by merging them in one joint label [3] or the extension of purely grammatical inference methods with some non-grammatical components (such as recognizers for explicit strings like ‘PDF’, ‘HTML’, etc.) [2,9,11].

Table 1. Results of wrapper induction for 16 information providers.

<table>
<thead>
<tr>
<th>Site</th>
<th>Prefixes</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th>Windows</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>H</td>
<td>Sz</td>
<td>RL-a</td>
<td>PL-a</td>
<td>k_S</td>
<td>L-a</td>
<td>Sz</td>
<td>RL-a</td>
<td>WL-a</td>
</tr>
<tr>
<td>-----------------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
</tr>
<tr>
<td>Altavista.com</td>
<td>7</td>
<td>37</td>
<td>5.3</td>
<td>26</td>
<td>1.5</td>
<td>4.2</td>
<td>37</td>
<td>5.3</td>
<td>26</td>
</tr>
<tr>
<td>Google.com</td>
<td>9</td>
<td>29</td>
<td>3.2</td>
<td>11</td>
<td>2.4</td>
<td>4.2</td>
<td>27</td>
<td>3.0</td>
<td>11</td>
</tr>
<tr>
<td>Excite.com</td>
<td>7</td>
<td>27</td>
<td>3.9</td>
<td>19</td>
<td>1.4</td>
<td>3.0</td>
<td>27</td>
<td>3.9</td>
<td>19</td>
</tr>
<tr>
<td>Yahoo.com</td>
<td>6</td>
<td>30</td>
<td>5.0</td>
<td>14</td>
<td>3.8</td>
<td>20.4</td>
<td>29</td>
<td>4.8</td>
<td>14</td>
</tr>
<tr>
<td>Metacrawler.com</td>
<td>9</td>
<td>37</td>
<td>4.1</td>
<td>21</td>
<td>2.2</td>
<td>6.2</td>
<td>34</td>
<td>2.8</td>
<td>18</td>
</tr>
<tr>
<td>Go.com</td>
<td>6</td>
<td>21</td>
<td>3.5</td>
<td>16</td>
<td>1.8</td>
<td>8.2</td>
<td>19</td>
<td>3.2</td>
<td>14</td>
</tr>
<tr>
<td>Deja.com</td>
<td>6</td>
<td>20</td>
<td>3.3</td>
<td>15</td>
<td>1.6</td>
<td>4.1</td>
<td>17</td>
<td>2.8</td>
<td>12</td>
</tr>
<tr>
<td>CNN.com</td>
<td>7</td>
<td>36</td>
<td>5.1</td>
<td>22</td>
<td>1.5</td>
<td>4.2</td>
<td>35</td>
<td>5.1</td>
<td>21</td>
</tr>
<tr>
<td>DBLP</td>
<td>8</td>
<td>13</td>
<td>1.6</td>
<td>3</td>
<td>1.8</td>
<td>3.1</td>
<td>13</td>
<td>1.6</td>
<td>3</td>
</tr>
<tr>
<td>ResearchIndex</td>
<td>5</td>
<td>28</td>
<td>5.6</td>
<td>17</td>
<td>2.2</td>
<td>7.2</td>
<td>24</td>
<td>4.9</td>
<td>15</td>
</tr>
<tr>
<td>CSBiblio</td>
<td>10</td>
<td>32</td>
<td>3.2</td>
<td>17</td>
<td>4.6</td>
<td>65.8</td>
<td>32</td>
<td>3.2</td>
<td>17</td>
</tr>
<tr>
<td>ACM Search</td>
<td>9</td>
<td>18</td>
<td>2.0</td>
<td>9</td>
<td>2.1</td>
<td>4.1</td>
<td>18</td>
<td>2.0</td>
<td>9</td>
</tr>
<tr>
<td>IEEE DL</td>
<td>7</td>
<td>23</td>
<td>3.3</td>
<td>16</td>
<td>3.8</td>
<td>45.6</td>
<td>21</td>
<td>3.0</td>
<td>15</td>
</tr>
<tr>
<td>Elsevier</td>
<td>12</td>
<td>28</td>
<td>2.3</td>
<td>12</td>
<td>2.7</td>
<td>9.1</td>
<td>26</td>
<td>2.1</td>
<td>11</td>
</tr>
<tr>
<td>Medline</td>
<td>21</td>
<td>43</td>
<td>2.0</td>
<td>6</td>
<td>2.2</td>
<td>5.9</td>
<td>38</td>
<td>1.8</td>
<td>6</td>
</tr>
<tr>
<td>Cora</td>
<td>12</td>
<td>34</td>
<td>2.8</td>
<td>15</td>
<td>2.7</td>
<td>6.3</td>
<td>32</td>
<td>2.6</td>
<td>15</td>
</tr>
<tr>
<td>Average</td>
<td>8.8</td>
<td>28.5</td>
<td>3.5</td>
<td>14.9</td>
<td>2.4</td>
<td>12.3</td>
<td>3.3</td>
<td>26.8</td>
<td>3.2</td>
</tr>
</tbody>
</table>

5 http://www.computer.org/search.htm
8 Conclusion

We have proposed two powerful wrapper classes for mediator and agent Web systems. The wrapper generation based on the transducer induction has been tested with a number of real Web information providers. Experiments have shown a large expressive power of new wrapper classes. Experiments with such sites as IEEE and CSBiblio have been particularly helpful, as they help to establish the limits of prefix-based and window-based methods, and pure grammar-based methods in general. They show that if the perfect information extraction and labeling is required from wrappers, pure grammatical methods should be extended with non-grammatical components.
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Abstract. The reinforcement learning algorithm TD(λ) applied to Markov decision processes is known to need added exploration in many cases. With the usual implementations of exploration in TD-learning, the feedback signals are either distorted or discarded, so that the exploration hurts the algorithm’s learning. The present article gives a modification of the TD-learning algorithm that allows exploration without cost to the accuracy or speed of learning. The idea is that when the learning agent performs an action it perceives as inferior, it is compensated for its loss, that is, it is given an additional reward equal to its estimated cost of making the exploring move. This modification is compatible with existing exploration strategies, and is seen to work well when applied to a simple grid-world problem, even when always exploring completely at random.

1 Introduction

Reinforcement learning is a machine learning paradigm where agents learn “by themselves” from experience in a real or synthetic environment. Temporal difference learning (TD-learning) is a reinforcement learning algorithm that works by estimating the long-term utility of model states. It was originally designed for predicting the expected infinite-horizon return from Markov chains [1]. TD-learning tunes some evaluation function that assigns values to process states. It has been shown that TD-learning using lookup-tables for evaluating states converges toward the solution for states that are visited infinitely many times.

TD-learning can also be applied to Markov decision processes (MDPs), which are Markov chains where an agent has partial control over the process. This approach, due to Tesauro [2], transforms TD-learning from “a model-free algorithm for learning to predict, into a model-based algorithm for learning to control” [3]. An agent may use a state evaluation function as a policy for controlling the MDP by always choosing states with the highest possible evaluation (together with some strategy for breaking ties). If the evaluation function is correct, the derived policy is optimal. However, in a learning phase, there is a trade-off between exploiting the knowledge of the agent by following the derived policy, and exploring other options that may turn out to be better. One can easily see that an agent that never explores may fail to discover the best available policy. On the other hand, an agent that explores too often pays a price when the evaluation function is close to the optimal one. In addition –
and this is the problem this paper addresses – the TD-learning signals resulting from 
exploration will be distorted, and are therefore usually discarded.

The present article gives an algorithm that allows exploration without the downside 
of either discarding or distorting the learning signals. Our algorithm is based on the 
idea that the evaluation function can generate estimates of the cost of not following 
the greedy policy. We treat these estimates as rewards that the agent receives as 
compensation for making what it evaluates to be inferior actions.

The article is laid out as follows: Section 2 gives formal definitions of MDPs and 
TD-learning, with our preferred notation. In Section 3 we define our algorithm. 
Section 4 gives some experimental results in a simple grid world, Section 5 discusses 
some additional aspects of the algorithm, and Section 6 concludes the article.

2 Temporal Difference Learning and Markov Decision Processes

In this section we give some background on finite Markov decision processes and the 
temporal difference learning algorithm TD($\lambda$) as applied to such processes. Over the 
years, a large body of literature on this and related subjects has appeared; we refer the 
reader to [4], [5], [6] and the references therein for more information on this field and 
reinforcement learning in general; most of this section is adapted from the former two 
works. A theoretical treatment of methods using value functions can be found in [7].

2.1 Markov Decision Processes

Informally, a (finite) Markov decision process (MDP) is a Markov process where in 
each state, an agent chooses an action, which influences the next step of the process 
and the reward the agent receives. We formalise an MDP as consisting of the 
following elements:

- A set $S$ of states, with a subset $\Sigma \subseteq S$ of terminal states.
- A set $A$ of actions, along with a function $A : S \rightarrow 2^A$ mapping each state to the 
set of admissible actions that can be taken when the process is in that state.
- A transition probability function $p_T(s' | s, a)$, giving the probability that a 
process in state $s$ will move to state $s'$ given action $a$.
- A reward probability function $p_R(r | s, a, s')$, giving the probability of receiving 
reward $r$ upon moving from state $s$ to state $s'$ through action $a$.
- A discounting factor $\gamma \in (0, 1]$.

An episode of an MDP proceeds as follows:

1. A starting state $s_0$ is given; $t \leftarrow 0$.
2. If $s_t \in \Sigma$, then $T \leftarrow t$ and end.
3. Choose an action $a_{t+1} \in A(s_t)$ according to some policy.
4. A new state $s_{t+1}$ is drawn according to $p_T(\cdot | s_t, a_{t+1})$. 
5. Receive a reward \( r_{t+1} \) drawn according to \( p_R(\cdot|s_t, a_{t+1}, s_{t+1}) \).
6. \( t \leftarrow t + 1; \) go to step 2.

In practice, the reward \( r_{t+1} \) is often deterministic, depending for instance on \((s_t, a_{t+1})\) or on \( s_{t+1} \) alone.

The agent’s total return from the episode is defined as the discounted sum of rewards \( \sum_{t=0}^{T-1} \gamma^t r_{t+1} \) if the episode terminates, and \( \sum_{t=0}^{\infty} \gamma^t r_{t+1} \) otherwise. In the latter case, \( \gamma < 1 \) is required to ensure that the return is finite.

For Markov (non-decision) processes, every state \( s \) has an associated value \( V(s) \), giving the expected return from the process when starting at \( s \). If, in an MDP, an agent employs a fixed policy \( \pi \), that is, if in a given state each action has a fixed probability of being chosen by the agent, the MDP reduces to such a Markov process. In this case, we denote the value function of this process as \( V^\pi \).

The optimal value function \( V^\pi : S \rightarrow \mathbb{R} \) maps each state to the greatest expected return that can be achieved from that state, and is consequently defined by

\[
\forall s \in S : V^\pi(s) = \max_\pi V^\pi(s).
\]  

By following a policy \( \pi^* \) achieving this maximum (there is always a deterministic policy of this kind), an agent maximises its expected return from the process. The optimal value function can in principle be found by using dynamic programming to solve the Bellman equations

\[
V^*(s_t) = \max_{a_{t+1} \in \mathcal{A}(s_t)} E[r_{t+1} + \gamma V^*(s_{t+1})],
\]

where the expectation is taken with respect to \( p_T \) and \( p_R \). In practice, though, this set of equations is often too large to solve explicitly even if the MDP is known exactly, and this is where machine learning, and temporal difference learning in particular, comes in useful.

### 2.2 Temporal Difference Learning in MDPs

Sutton’s original exposition of the TD(\( \lambda \)) algorithm mainly concentrates on the problem of predicting the outcome of Markov processes [1]. There, the algorithm is used for estimating the value function of the process. Clearly, the algorithm can then also be used for estimating the value function \( V^\pi \) of an MDP given a fixed policy \( \pi \). On the other hand, if we have estimated such a value function, we may use this estimate to change the policy so that the expected return increases.

These two processes may be combined in a way that hopefully yields a good estimate of the optimal value function \( V^* \) and the optimal policy \( \pi^* \). Exactly how value estimation and policy optimisation are interleaved may vary – for example, value estimates may be updated after each action, after each episode or after a batch

---

1 For clarity we abuse the notation slightly, by suppressing the dependency of the new state on the old state and the action, and also the dependency of the reward on the action and the two states.
of episodes. For simplicity and ease of implementation, we consider a version of TD($\lambda$) where the value estimates are updated after each episode, starting from the end of the episode. Similar formulations can be found in [3] and (less explicitly) in [2]. Using this formulation, we do not need explicit representations of the so-called eligibility traces (defined in e.g. [4]), since these are implicitly calculated along the way. Furthermore, we assume that the current estimate $\hat{V}$ of the value function is represented as a lookup-table. For a given $\lambda \in [0,1]$ and small, positive step size $\alpha$, the training procedure we will refer to as naive TD($\lambda$) then goes as follows:

1. Initialise $\hat{V}(s)$ to 0 for each terminal $s$ and (e.g.) randomly for all other $s \in S$.
2. Run an episode of the MDP (as above).
3. $\delta \leftarrow 0$.
4. For $t$ from $T - 1$ down to 0 do:
   4a. $\delta \leftarrow r_{t+1} + \gamma \hat{V}(s_{t+1}) - \hat{V}(s_t) + \gamma \lambda \delta$.
   4b. $\hat{V}(s_t) \leftarrow \hat{V}(s_t) + \alpha \delta$.
5. If termination criterion is met, then end, else go to step 2.

2.3 Exploitation and Exploration in Learning

So far, we have not said explicitly how the agent is to choose its actions (step 3 in the MDP procedure). The seemingly obvious choice is to use a greedy policy, that is, to pick the action that it sees as best according to its current value estimates. Using this policy, the agent exploits its current beliefs in order to maximise its return. If we assume that the agent has full knowledge of the model (an assumption that will be kept in the following), the agent then chooses the action

$$a_{t+1} = \arg \max_{a \in A(s_t)} \hat{Q}(s_t, a) \equiv \arg \max_{a \in A(s_t)} E[r_{t+1} + \gamma \hat{V}(s_{t+1}) \mid a_{t+1} = a].$$  \(3\)

The problem with this strategy is that the agent may have inaccurate value estimates, hindering it from discovering actions that may be more valuable than the one it believes to be the best. Therefore, it is necessary occasionally to explore the state space in order to find out whether there are better ways to act. The exploitation–exploration dilemma (see e.g. [8]) deals with the fact that exploring in order to discover new knowledge will usually also reduce the return given to the agent. A number of different strategies for handling the exploitation–exploitation trade-off have been devised [8].

There is another fundamental problem with exploring, however, no matter which action selection policy is used. If the TD($\lambda$) algorithm is used in the naive form above, the feedback signals will be negatively influenced by the exploring actions. Thus, even if the agent were to possess the optimal value function at some time, the feedback from the exploring actions will be biased and push the evaluations away from the correct ones. In fact, the only value function receiving unbiased learning signals in this process is the one that is optimal under the given exploration policy. (A parallel to this observation was made by John [9], who noted that the optimal value function and policy are no longer optimal under forced exploration.)
The usual way of dealing with this problem in TD-learning for control is not carrying the feedback across the exploring action – see for instance the tic-tac-toe example in the introduction to [4]. In our formulation of TD(\(\lambda\)) above, this means that step 4a is changed to:

4a’. If \(a_{r+1}\) was exploring, then \(\delta \leftarrow 0\), else \(\delta \leftarrow r_{r+1} + \gamma \hat{V}(s_{r+1}) - \hat{V}(s_r) + \gamma \lambda \delta\).

In the context of Q-learning, this approach corresponds to what [4] refers to as Watkins’s Q(\(\lambda\)) [10]. We shall refer to this version as trace-breaking TD(\(\lambda\)), since it is equivalent to setting the eligibility traces to zero when an exploratory action is performed.

In this algorithm, having the optimal value function will lead to unbiased learning signals; thus, this function is stable if the process is deterministic. On the other hand, the algorithm has the disadvantage that it breaks the chain of feedback from later states to earlier ones when exploration occurs. This loss of information means that a greater number of episodes are needed for learning, especially if the agent explores frequently.

3 The Loss-Compensating Algorithm

The motivation of our algorithm is the observation that by breaking the signal chain at an exploring action, valuable information is lost. We want to remedy this loss by devising a way of carrying the learning signals across the exploring step, without at the same time distorting the learning signal as in the naive algorithm. The idea is to exploit the knowledge already present in the evaluation function in order to achieve this goal. Of course, this kind of bootstrapping – using the present value estimates for the purpose of finding better ones – is the principle behind all TD-learning; here it is taken one step further.

Our algorithm works in the following way: Whenever the agent makes an exploratory action, it gives itself a reward equal to its own evaluation of how inferior the action is. If the agent has a correct evaluation of every state, this will produce a TD-learning signal that is unbiased, because it then evaluates the downside of the “unwanted” exploration correctly. (If the process is deterministic, this means that the evaluations will remain correct.) Referring to the procedures given in Section 2, we can implement this algorithm by changing two steps. First, step 3 of the MDP is replaced by:

3’. Act by performing the following steps:

3’a. Find the greedy action: \(\hat{a}_{r+1} \leftarrow \arg \max_a \hat{Q}(s_r, a)\).

3’b. Choose an action \(a_{r+1}\) according to some policy.

3’c. Calculate the perceived loss: \(l_{r+1} \leftarrow \hat{Q}(s_r, \hat{a}_{r+1}) - \hat{Q}(s_r, a_{r+1})\).

Second, step 4a in the TD(\(\lambda\)) algorithm is changed to:

4a”. \(\delta \leftarrow r_{r+1} + l_{r+1} + \gamma \hat{V}(s_{r+1}) - \hat{V}(s_r) + \gamma \lambda \delta\).
Preliminary experiments with this algorithm revealed one flaw: for certain parameter values – notably for high values of $\lambda$ – the value estimates diverged by increasing exponentially. This is bad news, and can be explained informally as follows in the special case of $\lambda=1$: The compensating rewards $l$ are always non-negative, so for a given evaluation function, the expected value of the feedback may be higher than the actual expected return, but not lower. The feedback signals therefore have a positive bias, unless the evaluation function is correct. If the greedy use of the evaluation function recommends an inferior action at a given state, the compensating reward for exploring the actually correct action is the source of the bias. For a given state visited by the process, the bias in the feedback signal is equal to the expected sum of these future false rewards. Therefore, the feedback bias tends to be proportional to the average error of the evaluation function. This means that the feedback error tends to be proportional to the current error, which is a standard recipe for exponential explosion.

A simple fix for this instability – apart from tuning down $\lambda$ – is implemented by truncating the evaluations at a maximum value $M$. After each training step, we set \( \hat{V}(s) = \min(M, \hat{V}(s)) \). With this modification, there is of course no risk of exponential explosions beyond the limit $M$. In most cases, a good upper bound on the state values is available, either from prior knowledge of the problem, or from the actual payoffs achieved by the agent during training. Still, it may seem naive to hope that this simple trick will make an unstable algorithm convergent. However, the experiments that we present in the next section indicate that it actually works, at least in our grid-world example.

We are now able to write our full loss-compensating TD($\lambda$) algorithm as follows: Given an MDP, $\lambda$, $\alpha$, $M$, and an action selection policy:

1. Initialise $\hat{V}(s)$ to 0 for each terminal $s$ and (e.g.) randomly for all other $s \in S$.
2. Run an episode of the MDP:
   M1. Initialise starting state $s_0$, $t \leftarrow 0$.
   M2. If $s_t \in \Sigma$, then $T \leftarrow t$ and go to step 3.
   M3. Act by performing the following steps:
      M3a. Find the greedy action: $\hat{a}_{t+1} \leftarrow \arg \max_a \hat{Q}(s_t, a)$.
      M3b. Choose an action $a_{t+1}$ according to the action selection policy.
      M3c. $l_{t+1} \leftarrow \hat{Q}(s_t, \hat{a}_{t+1}) - \hat{Q}(s_t, a_{t+1})$.
   M4. A new state $s_{t+1}$ is drawn according to $p_T(\cdot | s_t, a_{t+1})$.
   M5. Receive a reward $r_{t+1}$ drawn according to $p_r(\cdot | s_t, a_{t+1}, s_{t+1})$.
   M6. $t \leftarrow t + 1$; go to step M2.
3. Learn from the episode:
   L1. $\delta \leftarrow 0$.
   L2. For $t$ from $T-1$ down to 0 do:
      L2a. $\delta \leftarrow r_{t+1} + l_{t+1} + \gamma \hat{V}(s_{t+1}) - \hat{V}(s_t) + \gamma \lambda \delta$.
      L2b. $\hat{V}(s_t) \leftarrow \min(M, \hat{V}(s_t) + \alpha \delta)$.
4. If termination criterion is met, then end, else go to step 2.
4 Experiments

The state space of our experimental MDP problem is the grid world of a fully connected rectangular $5 \times 5$ grid, with terminal states $\{(5,5),(2,4),(3,4),(4,4),(5,4)\}$. The node $(5,5)$ is the goal, and reaching this goal gives a reward of 1. The other four terminal nodes are “traps”, which give a reward of $-10$. We set the discount factor $\gamma$ to 0.9. On each time step, the agent can move along an arc in the network or stay put, and the starting point of the process is the lower left-hand corner $(1,1)$. Figure 1 shows the grid world. Clearly, the optimal policy is to move four times upwards and then four times to the right, which takes the process to the goal node in eight turns, for a return of $\gamma^8$.

![Fig. 1. The grid world](image)

With the given formulation, the process may take a very long time to terminate, giving problems for our episode-based algorithm. To overcome this problem, we use the common technique of transforming the discount factor into a “survival rate” of the process: Instead of discounting future rewards directly, we apply a stopping probability of $1-\gamma$ at each time step. If this random draw stops the process, we let the process jump to an additional terminal node $(0,0)$ with payoff 0. In the MDP formalism above, this means that the transition probabilities from a state given an action are $\gamma$ for entering the next node and $1-\gamma$ for going to $(0,0)$. (An exception occurs when the agent moves to a trap node, in which case the process never moves to $(0,0)$). For any given policy, this stochastic formulation gives the same expected payoff as the one using infinite horizons and discounted payoffs. Future payoffs are discounted indirectly, because they are less likely to occur. Note that this trick is applicable to any MDP with discounted rewards.

We apply “blind” exploration, so that for each decision there is a fixed probability $p_{explore}$ of the agent making a random action, with equal probability assigned to each possible action. We have tested a wide range of parameter settings for $\alpha$, $p_{explore}$ and $\lambda$, and compared our loss-compensating algorithm to the trace-breaking algorithm.
We use two different error measures, designed to measure how quickly the algorithms learn to approximate the true value function $V^*$ by their estimates $\hat{V}$. The error measures are defined as the root-mean-square difference between the true values and the estimates, taken along the optimal path and over all states, respectively. Denoting the shortest distance from a state $s$ to the goal node by $d(s)$, we write the mathematical definitions of these error measures as

$$e_{\text{rms}}^P = \left( \frac{1}{8} \sum_{s \in P} (V^*(s) - \hat{V}(s))^2 \right)^{1/2} = \left( \sum_{s \in P} (\gamma^{d(s)} - \hat{V}(s))^2 \right)^{1/2}\quad (4)$$

- where $P = \{(1,1),(1,2),(1,3),(1,4),(1,5),(2,5),(3,5),(4,5)\}$ is the subset of $S$ belonging to the optimal path – and

$$e_{\text{rms}}^S = \left( \frac{1}{20} \sum_{s \in S} (V^*(s) - \hat{V}(s))^2 \right)^{1/2} = \left( \sum_{s \in S} (\gamma^{d(s)} - \hat{V}(s))^2 \right)^{1/2}.\quad (5)$$

Note that it is not necessary to include the terminal states in the sums, since the algorithms guarantee that these are evaluated to the correct value of 0.

For each algorithm and parameter setting, we ran ten trials with different random initialisations of the value functions; the same set of initialisations was used for every algorithm and parameter setting. Our algorithm worked better in all cases, and Figures 2 and 3 give a typical example. In these figures, the parameters settings are $\alpha = 0.05$, $\lambda = 0.75$, and $p_{\text{explore}} = 0.5$. In the loss-compensating case, a maximum learning signal of $M = 1$ was used.

From the figures we see that our algorithm learns the task significantly faster than the benchmark algorithm does, although the long-term average performance is similar. This is compatible with the fact that our algorithm makes more use of the data available.

**Fig. 2.** RMS error as a function of iterations using the loss-compensating algorithm. Parameter settings: $\alpha = 0.05$, $\lambda = 0.75$, $p_{\text{explore}} = 0.5$, $M = 1$
Fig. 3. RMS error as a function of iterations using the trace-breaking algorithm. Parameter settings: $\alpha = 0.05$, $\lambda = 0.75$, $p_{\text{explore}} = 0.5$

Fig. 4. RMS error of the loss-compensating algorithm learning from a random walk. Parameter settings: $\alpha = 0.05$, $\lambda = 0.75$, $p_{\text{explore}} = 1$, $M = 1$

Figure 4 shows the error curves of our algorithm with parameters $\alpha = 0.05$, $\lambda = 0.75$, and $p_{\text{explore}} = 1$. We see that the algorithm works even with a random walk exploration of the state space, so the agent learns the optimal value function simply by observing a completely random policy in action. The trace-breaking algorithm would not learn anything with $p_{\text{explore}} = 1$, as all feedback signals would be discarded.
The graph in Figure 2 shows that the root-mean-square error curves do not actually converge toward zero, but rather fluctuate at a given error level. This is due to the randomness of the MDP, and is typical for TD(\(\lambda\)) applied to such processes. As usual with TD(\(\lambda\)), the random fluctuations can be controlled by setting a sufficiently low step size \(\alpha\). We ran ten trials under the same conditions that produced the results in Figure 2, except that for each iteration \(n\) we set \(\alpha = 0.1 \times (1 + n/500)^{-1}\). The rather successful results are shown in Figure 5.

For the sake of comparison we have also tested the naive algorithm, without ever observing discovery of the optimal policy. The naive algorithm tends to learn to move towards the starting node, and stay there. Unless \(p_{\text{explore}}\) is very low (approximately 0.05 or less), this is actually the logical result, as the risk of being forced into a trap state by an exploratory action outweighs the potential reward from reaching the goal node. Even when \(p_{\text{explore}}\) is low, exploration is likely to make the process hit a trap node once in a while, and it is therefore reasonable that the agent learns to stay as far away from the trap nodes as possible. Once this policy is established, it is virtually impossible for the process ever to reach the goal node, given the low \(p_{\text{explore}}\).

![Loss-compensating algorithm, decreasing step size](image)

**Fig. 5.** RMS error of the loss-compensating algorithm using decreasing step size \(\alpha\). Other parameter settings: \(\lambda = 0.75, \; p_{\text{explore}} = 0.5, \; M = 1\)

### 5 Discussion

In the experiments, we used a very simple exploration policy, with a constant probability for exploring at each step, and uniform probabilities for choosing the exploring actions. However, our algorithm does not impose any constraint on how exploration is to be done. Consequently, it can be used regardless of what kind of exploration policy one might choose to employ.
Our trick of using the evaluation function for extracting rewards that compensate for exploration can be used beyond the context that we consider in the present article. It is not restricted to the episodic formulation of the algorithm, since its only additional requirement is the calculation of the loss \( l \) in step M3 above. It also generalises easily to model-based TD-learning where the agent must estimate the model – i.e. the transition and reward probabilities – in addition to the value function, and to Q(\( \lambda \)). In fact, the idea of compensating the agent for the loss incurred by performing an inferior action has a parallel in simple one-step Q-learning [10] – that is, in Q(0) – where the value estimate of a state–action pair is pushed towards the estimate associated with the optimal action in the subsequent state. Seen in this light, the relation between loss-compensating TD(0) and naive TD(0) is similar to that between Q(0) and Sarsa(0).

This property of Q(0) does not seem to have been extended in a consistent way to positive \( \lambda \), although the algorithm that in [4] is called Peng’s Q(\( \lambda \)) does make some use of the idea [11]. In Peng’s Q(\( \lambda \)), the feedback signal is a sum of components, each of which comes from the actual experience of the agent for a number of steps along the process, except for the signal from the last step, which is maximised over possible actions. Unlike our method as applied to Q(\( \lambda \)), however, this algorithm does not produce unbiased learning signals if the optimal value function has been reached.

Our experiments indicate that our modification to the TD(\( \lambda \)) algorithm for learning control may significantly accelerate learning. However, the theoretical properties of the new algorithm are an important subject for future research.

6 Conclusion

We have presented a simple and intuitive modification of TD(\( \lambda \)) learning, based on the idea that the evaluation function can generate estimates of the cost of not following the greedy policy. We treat these estimates as rewards that the agent receives as compensations for making what it evaluates to be inferior actions. We have observed that the compensating rewards are all positive, so that the learning signal will be biased. This may result in exponential explosion of the value estimates, but simply truncating the value estimates at a given level appears to fix this problem, at least in our grid world application. In our experiments, the algorithm outperformed the version of the TD(\( \lambda \)) algorithm that works by truncating feedback signals over exploratory actions. The algorithm is compatible with arbitrary exploration policies. Furthermore, we observe that our trick is also applicable to Q(\( \lambda \)), although this has not yet been tested.
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Abstract. We point out that value-based reinforcement learning, such as TD- and Q-learning, is not applicable to games of imperfect information. We give a reinforcement learning algorithm for two-player poker based on gradient search in the agents’ parameter spaces. The two competing agents experiment with different strategies, and simultaneously shift their probability distributions towards more successful actions. The algorithm is a special case of the lagging anchor algorithm, to appear in the journal *Machine Learning*. We test the algorithm on a simplified, yet non-trivial, version of two-player Hold’em poker, with good results.

1 Introduction

A central concept in modern artificial intelligence is that of intelligent agents, that interact in a synthetic environment. The game-theoretic structure of extensive form games is a natural mathematical framework for studying such agents. The sub-field of two-player zero-sum games, which contains games with two players that have no common interest, has the added benefit of a strong solution concept (minimax) and a corresponding well-defined performance measure.

In this article we apply a gradient-search-based reinforcement learning algorithm for a simplified Texas Hold’em poker game. The algorithm is a simplified form of the lagging anchor algorithm, to appear in the journal *Machine Learning* [1]. The contribution of the present paper is the presentation of an application to a more complex problem than those of the journal paper.

The structure of the paper is as follows: In Section 2 we explain a few key concepts of game theory, and give a brief survey of reinforcement learning in games. Section 3 covers earlier work on Poker games. In Section 4 we describe our simplified Hold’em Poker game, and Section 5 gives our agent design. Section 6 describes the lagging anchor algorithm in general terms, together with a precise implementation of the simplified form used in the present article. In Section 7 we give the performance measures that we use, and Section 8 describes the experiments. Section 9 concludes the article. For a more thorough treatment of the topics in Sections 2, 3, 6 and 7, we refer to the journal article.
2 Reinforcement Learning in Games

Game theory [2] is a complex mathematical structure, and it is beyond the scope of this article to give more than an introduction to some of its key terms. We restrict our attention to two-player zero-sum games, which means that there are two players with opposite goals, and therefore no common interest. Under mild conditions, a two-player zero-sum game has a minimax solution. It consists of a pair of playing strategies for both sides that is in equilibrium, in the sense that neither side can benefit from changing his strategy as long as the opponent does not. The minimax solution gives the game a numeric value, which is the expected payoff (for the first player), given minimax play.

An important distinction is that between games of perfect and imperfect information. In perfect information games like chess and backgammon, both players know the state of the game at all times, and there are no simultaneous moves. In a perfect information game, each game state can be regarded as the starting state of a new game, and therefore has a value. If an agent knows the value of all game states in a perfect information game, it can easily implement a perfect strategy, in the minimax sense, by choosing a game state with the highest possible value (or lowest, if the value is defined relative to the opponent) at each decision point.

With imperfect information games such as two-player Poker or Matching Pennies (see below), the picture is more confusing, because minimax play may require random actions by the players. In Matching Pennies, both players simultaneously choose either “Heads” or “Tails”. The first player wins if they make the same choice, and the second player wins otherwise. The minimax solution of this game is for both players to choose randomly with probability 0.5 (flip a coin). Under these strategies they have equal chances, and neither side can improve his chance by changing his strategy unilaterally. Obviously, there exists no deterministic minimax solution for this game. In Matching Pennies, the information imperfection is due to the fact that choices are made simultaneously, while in Poker games, it is a consequence of the private cards held by each player. Poker games typically also feature randomized (or mixed) minimax solutions. The randomization is best seen as a way of keeping the opponent from knowing the true state of the game. In a perfect information game, this has little point, as the opponent knows the game state at all times. Note that the concept of game state values, which is the key to solving perfect information games, does not apply to imperfect information games, because the players do not know from which game states they are choosing.

A game represents a closed world, formalized with rules that define the set of allowed actions for the players. Games are therefore suitable for algorithms that explore a problem “by themselves”, commonly referred to as reinforcement learning. This term is actually borrowed from the psychological literature, where it implies that actions that turn out to be successful are applied more often in the future. In the machine-learning context, the term is often used more broadly, covering all algorithms that experiment with strategies and modify their strategies based on feedback from the environment.

The reinforcement learning algorithms that have been studied the most are TD-learning [3] and Q-learning [4]. These algorithms were originally designed for Markov decision processes (MDPs), which may be viewed as 1-player games. TD- and Q-learning work by estimating the utility of different states (and actions) of the
process, which is the reason why they are referred to as value-based. Convergence results for value-based reinforcement learning algorithms are given in [5]. In an MDP, an accurate value function is all that it takes to implement an optimal policy, as the agent simply chooses a state with maximum value at each decision point.

The approach of deriving a policy from a state evaluator generalizes to two-player zero-sum games with perfect information, such as backgammon [6]. However, as we have seen in our brief game-theoretic survey, the value-based approach does not work with imperfect information, because the players may not know which game states they are choosing between. Also we have seen that optimal play in games of imperfect information may require random actions by the players, which is not compatible with the “greedy” policy of always choosing the game state with maximum value. It should be noted that the value-based approach can be extended to a subset of imperfect information games named Markov games by the use of matrix-game solution algorithms [7,8]. However, non-trivial Poker games are not Markov.

Summing up, established reinforcement learning algorithms like TD- and Q-learning work by estimating values (i.e. expected outcomes under optimal strategies) for process or game states. In (non-Markov) games of imperfect information, this paradigm does not apply.

3 Related Work on Poker

An important breakthrough in the area of solution algorithms for two-player games (not necessarily zero-sum) is that of sequential representation of strategies [9]. Prior to this work, the standard solution algorithm for two-player zero-sum games was based on enumerating all deterministic strategies for both players, assembling a corresponding game matrix, and solving the matrix game with linear programming [10]. The sequential strategy representation algorithm is an exponential order more efficient than the matrix game approach, and it has been applied to simple poker games [11]. However, even this algorithm quickly becomes intractable for non-trivial poker games.

A more practical view of computer poker is taken in the Hold’em-playing program “Loki” [12]. It uses parametric models of the habits of its opponents. Loki updates its opponent models “real time”, based on the actions taken by its opponents. It estimates the utilities of different actions by approximate Bayesian analysis based on simulations with the current state of the opponent models. Apparently this approach has been quite successful, especially against weak and intermediate level humans. Note, however, that the objective of Loki is rather different from ours: We attempt to approximate game-theoretic optimal (minimax) behavior, while Loki attempts to exploit weaknesses in human play.

4 Simplified Two-Player Hold’em Poker

We now give the rules of our simplified two-player Hold’em poker game. Firstly, the full deck of 52 cards is shuffled. Then two private cards are dealt to each player (hereafter named Blue and Red). Blue then makes a forced blind bet of one unit,
whereafter Red has the options of folding, calling and raising (by one unit). The betting process continues until one player folds or calls, except that Blue has the right to bet if Red calls the blind bet (the blind is “live”). Also there is a limit of four raises, so the maximum pot size is 10.

As usual in poker, a player loses the pot to the opponent if he folds. If the betting stops with a call, five open cards, called the table, are dealt. These are common to the players, so that both have seven cards from which they can choose their best five-card poker hand. The player with the better hand wins the pot. An example game may proceed as shown in Table 1.

Table 1. An example game of simplified Hold’em poker

<table>
<thead>
<tr>
<th></th>
<th>Blue</th>
<th>Red</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cards</td>
<td>♠A ♦K</td>
<td>♦5 ♦4</td>
</tr>
<tr>
<td>Betting</td>
<td>Blind bet</td>
<td>Raise</td>
</tr>
<tr>
<td></td>
<td>Raise</td>
<td>Call</td>
</tr>
<tr>
<td>Table</td>
<td>♠A ♦K ♣2  ♣7 ♣7</td>
<td>♠A ♦K ♣5 ♣4 ♣2</td>
</tr>
<tr>
<td>Best hand</td>
<td>♠A ♠A ♦K ♦K ♣7</td>
<td>♠A ♦K ♣5 ♣4 ♣2</td>
</tr>
</tbody>
</table>

In the example game, Red wins three units from Blue, because his flush beats Blue’s two pair.

The decision tree of our game is given in Figure 1. Arrows pointing to the left represent folding, downward-pointing ones represent calling, while those pointing to the right represent raising. This is not the complete game tree, however, because the branching due to the random card deal is not represented. The nodes containing a “B” or an “R” represent decision nodes for Blue and Red, respectively. The leaf nodes contain Blue’s payoff, where “+/-” indicates that the cards decide the winner.

Although our game is far simpler than full-scale Hold’em, it is complex enough to be a real challenge. We have not attempted to implement the sequential strategy algorithm, but we can indicate the amount of effort this would take. Essentially, that algorithm requires one variable for each available action for every information state, to represent a player’s strategy. From Figure 1 this implies 13 variables for each different hand for Blue, and 14 for each hand Red can have. By utilizing the fact that suits are irrelevant (except whether or not the two cards are of the same suit), the number of different hands is reduced to 169. This implies that the strategy space of both sides has more than 2000 degrees of freedom. The algorithm requires the assembly (and processing) of a matrix with Blue degrees of freedom as columns and Red ones as rows (or vice versa), which implies a total of 169·169·169·14 = 5,198,102 matrix entries. The calculation of these entries also requires the calculation of the win probabilities of the various opposing hands (169·169 = 28,561 combinations). One would probably have to estimate these probabilities by sampling, because the set of possible card combinations for the table is very large. All in all, it may be possible to solve our game using a present-day computer, but it will require massive use of computer time.
Fig. 1. The decision tree of simplified Hold'em poker. Arrows to the left signify fold, vertical arrows call, and arrows to the right raise

5 Agent Design

Our agents are designed to act on the basis of available information. This means that an agent bases its decision on its own two cards and the current decision node (in Figure 1). In game-theoretic terms this means that the agents act on information sets and represent behavioural strategies. From game theory, we know that strong play may require random actions by an agent, which means that it must have the capability to assign probabilities to the available actions in the given decision node. We use separate agents for playing Blue and Red.

The general agent design that we use with the lagging anchor algorithm is as follows: Let $S$ represent the set of information states that the agent may encounter, and let $A(s)$ represent the (finite) set of available actions at state $s \in S$. For each $s \in S$ and $a \in A(s)$, the agent has a probability $P(s, a)$ of applying action $a$ at information state $s$. Furthermore, we assume that the agent’s behaviour is parameterised by $v \in V : P^*_v(s, a)$. We assume that $V$ is a closed convex subset of $\mathbb{R}^n$ for some $n$. Summing up, our general agent design allows probability distributions over the set of legal actions for different information states, and these probability distributions may depend on a set of internal parameters of the agent ($v$). The goal of the learning algorithm is to find parameter values $v^* \in V$ so that the agent acts similarly to a minimax strategy.
Our agent design may give associations to Q-learning, which also works for agents that assign numeric values to combinations of states and actions. The main difference is one of interpretation; while Q-values estimate expected (discounted) rewards, our $P$-function dictates the agent’s probability distribution over available actions.

For our present application, we design our agents using neural nets (NNs) that take as input the available information and a candidate action, and give a probability weight as output. When such an agent responds to a game state, it first evaluates all available actions, and then chooses a random action according to the outputs of the NN. The design is illustrated in Figure 2.

![Figure 2. Neural net agent design](image)

For our NNs we have chosen a simple multi-layer perceptron design with one layer of hidden units and sigmoid activation functions. For updating we use standard back-propagation of errors [13]. The NN has the following input units (all binary): 13 units for representing the card denominators, one unit for signaling identical suit of the cards, one for signaling a pair, eight nodes for signaling the size of the pot, and finally three nodes signaling the candidate action (*fold*, *call* and *raise*). The single output node of the net represents the probability weight that the agent assigns to the action. The number of hidden nodes was set to 20. With this design, the internal parameters ($\nu$'s) are the NN weights, which will be tuned by the learning algorithm.

We denote Blue’s NN function by $B_v(s,a)$, and Red’s by $R_v(s,a)$. For Blue, the corresponding probability function is $P_v(s,a) = \frac{B_v(s,a)}{\sum_{\pi \in A(s)} B_v(s,\pi)}$, and likewise for Red.
6 Learning Algorithm

The idea of our algorithm is to let Blue and Red optimize their parameters through simultaneous gradient ascent. Let \( E(v, w) \) be Blue’s expected payoff when Blue’s playing strategy is given by \( v \) and Red’s by \( w \). By the zero-sum assumption, Red’s expected payoff is \(-E(v, w)\). If we set the step size to \( \alpha \), the following (idealized) update rule results:

\[
\begin{align*}
    v^{k+1} &\leftarrow v^k + \alpha \nabla_v E(v^k, w^k) \\
    w^{k+1} &\leftarrow w^k - \alpha \nabla_w E(v^k, w^k)
\end{align*}
\]

(1)

In general, the basic gradient search algorithm (1) does not converge. In the context of matrix games (where \( E \) is bi-linear), Selten has shown that update rule (1) cannot converge towards mixed strategy solutions [14]. In [1] we show that in the case of matrix games with fully mixed randomised solutions, the paths of \((v^k, w^k)\) converge towards circular motion around minimax solution points, when the step size falls towards zero. This fact is utilized in the lagging anchor algorithm: An anchor \( \overline{v}^k \) maintains a weighted average of earlier parameter states for Blue. This “lagging anchor” pulls the present strategy state towards itself. Similarly, a lagging anchor \( \overline{w}^k \) pulls Red’s strategy towards a weighted average of previously used strategies, turning the oscillation of update rule (1) into spirals that, at least in some cases, converge towards a minimax solution. The (idealized) lagging anchor update rule looks like this:

\[
\begin{align*}
    v^{k+1} &\leftarrow v^k + \alpha \nabla_v E(v^k, w^k) + \alpha \eta (\overline{v}^k - v^k) \\
    w^{k+1} &\leftarrow w^k - \alpha \nabla_w E(v^k, w^k) + \alpha \eta (\overline{w}^k - w^k) \\
    \overline{v}^{k+1} &\leftarrow \overline{v}^k + \alpha \eta (v^k - \overline{v}^k) \\
    \overline{w}^{k+1} &\leftarrow \overline{w}^k + \alpha \eta (w^k - \overline{w}^k)
\end{align*}
\]

where \( \eta \) is the anchor attraction factor.

In the present article, we use an approximate variant of learning rule (1), i.e. without anchors. The learning rule includes the calculation of the gradients of the expected payoff, with respect to the agents’ internal parameters. We estimate these gradients through analysis of sample games. First the Blue and Red agents play a sample game to its conclusion. Then both Blue and Red perform the following “what-if” analysis: At each decision node (as in Figure 1) visited, an additional game is completed (by Blue and Red) for each decision not made in the original game. The outcomes of these hypothetical games provide estimates of how successful alternative decisions would have been. The agents then modify their NNs in order to reinforce those actions that would have been the most successful. We accomplish this through the use of training patterns of input and desired output: (gamestate+action , feedback). If a given (hypothetical) action turned out more successful than the others, for the given game state, the agent should apply it more often. This means that the training pattern feedback should be given by the NN’s current evaluation of the state-action pair offset by the action’s relative success compared to the other actions. Because of this relative nature of the feedback signals, there is a risk that the NN outputs may drift toward zero or one, which hurts the back-propagation learning. We prefer that
the NN outputs approximate probability distributions, and therefore adjust the feedback signals in the NN training patterns accordingly.

In pseudo-code, the algorithm is given below, where we apply the convention of displaying vector quantities in **boldface**. Keywords are displayed in **boldface courier**. Blue’s and Red’s NN functions are denoted by $B(\cdot)$ and $R(\cdot)$, respectively.

```
repeat Iteration times {
    \{play a game $g$ between Blue and Red\}
    for \{each decision node $n \in g\} \{ \;
        A \leftarrow \{legal actions at $n$\}
        E \leftarrow \{outcomes of games resulting from actions $A$ at $n$\}
        if \{Blue on turn in $n$\} \{ $P \leftarrow B(s, A)$ \}
        else \{ $P \leftarrow R(s, A)$ \}
        $p_{sum} \leftarrow 1^T P$
        $e \leftarrow P^T E / p_{sum}$
        $E \leftarrow E - e$
        $F \leftarrow P + E - 1(p_{sum} - 1)$
        if \{Blue on turn in $n$\} \{ \{ train $B$ with patterns \{(s, A), F\} \} \}
        else \{ \{ train $R$ with patterns \{(s, A), F\} \} \}
    \}
```

Operations involving vectors are interpreted component-wise, so the notation implies several for-loops. As an example, the statement \{ train $B$ with patterns \{(s, A), F\} \} is implemented as:

```
for ($i = 1 \ldots length(A)$) \{ \{ train $B$ with pattern \{(s, A), F\} \} \}.
```

The vector $E$ consists of outcomes (for the player on turn) of sample games that explore the different actions $A$ in node $n$. In these games, the players’ hands and the table cards are held fixed. Note that when we assemble $E$, we take the outcome of the actual game as the estimated outcome from taking the action chosen in that game. The number $e$ estimates the expected payoff for the player on turn, given his current probability distribution over the actions $A$. The statement $E \leftarrow E - 1e$ normalizes $E$ by deducting $e$ from each component. $F$ is the calculated vector of feedback, and the term $-1(p_{sum} - 1)$ is included in order to push the NN function ($B$ or $R$) towards valid probability distributions.
7 Evaluation Criteria

Defining evaluation criteria for two-player zero-sum games is less straightforward than one might believe, because agents tend to beat each other in circle. Ideally, we would like to apply the performance measure of *equity against globally optimizing opponent* (\(Geq\)) as described in [15]. The \(Geq\) measure is defined as the expected payoff when the agent plays against its most effective opponent (the *best response strategy* in game-theoretic terms). The \(Geq\) measure conforms with game theory in the sense that an agent applies a minimax strategy if, and only if, its \(Geq\) is equal to the game’s value (which is the maximum \(Geq\) achievable).

Although we develop our Blue and Red players as separate agents that compete against each other, it is convenient for the purpose of evaluation to merge them into one agent that can play both sides. For agents of this form, a single game is implemented as a pair of games, so that both agents get to play both sides. For the sake of variance reduction, we hold the cards fixed in both games, so that both agents get to play the same deal from both sides. We take the average of the two outcomes as the merged game’s outcome. The redefinition of the game as a pair of games has the advantage that the value is known to be zero, by symmetry.

We use a set of three reference players, named *Balanced-player*, *Aggressive-player* and *Random-player*. Balanced-player is our best estimate of a minimax-playing agent. Our first implementation of this agent turned out to have significant weaknesses, and the final one was developed through experimenting with (in parts even imitating) our NN agents. Aggressive-player is a modification of Balanced-player that folds only a few hands and raises often. Random-player makes completely random actions, with uniform probabilities over actions. It is included mostly for reference, as it is unlikely that it can ever be the most effective opponent.

8 Experimental Results

The step size for the NN back-propagation update started at 0.5 at the beginning of the training session, and was tuned down to 0.1 after 50,000 training games. The NNs were initialized with random weights. Figure 3 shows the estimated performance against the three reference opponents as a function of the number of training games.

We observe that the agent initially scores approximately 0 against Random-player, which is reasonable. We also see that Aggressive-player is the most effective opponent by a large margin at this point. The reason for this is that a randomly playing agent will sometimes fold after a sequence of raises, which is extremely costly. Against Balanced-player, the agent does not get the chance to make this error so often. Recall that our agent learns by adapting to its opponent (its own other half in the evaluation procedure). It therefore first learns strategies that are effective against a random opponent, which means that it begins to resemble Aggressive-player. This explains why it quickly scores so well against Random-player. Once the agent has learned not to fold so often, it starts to appreciate the value of good cards, and stops raising with weak hands. From then on, its strategy moves towards that of Balanced-player. The figure shows that when the agent becomes sufficiently skilled, it starts beating Aggressive-player, and Balanced-player takes over as the most effective opponent.
opponent. The fluctuations in the diagrammed performance graphs are mainly due to randomness in the procedure of sampling the performances. Note that the random noise in the sampling of the performance against Balanced-player falls towards zero. This is because their strategies become similar, which makes the variance reduction trick of playing the same cards both ways more effective.

![Figure 3. Performance against reference opponents](image)

The procedure of defining a set of opponents, and taking the result against the most effective of these, is a practical approach to estimating the $Geq$ of an agent. According to this test, our NN based player appears to approach minimax play. Unfortunately, our small set of opponents is not sufficient to convince us. However, we are able to estimate the $Geq$ quite accurately, through optimization. In this calculation we analyze one opponent hand at the time, and experimentally determine the most effective opponent strategy. For each of the 169 different hands, we have completed 10,000 test games for each deterministic playing strategy (derived from the decision tree of Figure 1). These calculations are rather time consuming, so we have not been able to produce learning curves with respect to this measure, but only analyzed the NN agent resulting from the complete training session. The learning curves of Figure 3 have actually been truncated, in order to highlight the interesting phenomena close to the start of the session. After 200,000 training games, our agent broke exactly even (to three decimal places) against Balanced-player. The massive optimization calculation gave a $Geq$ estimate of –0.005 for this NN agent, which gives strong evidence that it is in fact close to minimax play.

Our fully trained agent has discovered a rather non-trivial fact that we hold to be true (or close to true) also for full-scale Hold’em: As Red it never calls the blind bet, but either folds or raises. Calling the blind bet is often a bad idea, because it leaves the opponent with the option of raising without putting on any pressure. If Red believes that he can make a profit by playing a hand (folding gives payoff 0), he should probably raise the stakes. Some humans like to call the blind bet with strong hands,
with the intention of re-raising if Blue is tempted to raise. We do not think this is a sound strategy, because Red would also have to call with some weak or intermediate hands in order not to reveal his hand when he calls. We believe that the downside of playing these hands outweighs the benefit of sometimes getting to re-raise with the strong hands.

An open question that remains is why the algorithm works so well without the anchors. We know from formal analysis that the gradient ascent algorithm fails for matrix games with mixed strategy solutions, and the non-linearity of our Poker game is not likely to do any good. In our opinion, the reason is that there exist minimax strategies that are only marginally random. Every Poker player knows the importance of being unpredictable, so it may sound odd that good play requires little randomization. The explanation is that the random card deal does the randomization for the player. Although the player’s betting is a deterministic function of his private cards, the randomness of the cards is sufficient to keep the opponent uncertain about the true state of the game. There probably exist borderline hands (e.g. hands on the border between an initial pass and raise for Red) that would be treated randomly by an exact minimax solution, but given the large number of possible hands, these are not very important.

9 Conclusion

We have implemented a reinforcement learning algorithm for neural net-based agents playing a simplified, yet non-trivial version of Hold’em poker. The experiments have been successful, as the agents appear to approximate minimax play. The algorithm is a special case of one that is to appear in the journal Machine Learning.
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Abstract. Relational reinforcement learning (RRL) is a learning technique that combines standard reinforcement learning with inductive logic programming to enable the learning system to exploit structural knowledge about the application domain.

This paper discusses an improvement of the original RRL. We introduce a fully incremental first order decision tree learning algorithm TG and integrate this algorithm in the RRL system to form RRL-TG.

We demonstrate the performance gain on similar experiments to those that were used to demonstrate the behaviour of the original RRL system.

1 Introduction

Relational reinforcement learning is a learning technique that combines reinforcement learning with relational learning or inductive logic programming. Due to the use of a more expressive representation language to represent states, actions and Q-functions, relational reinforcement learning can be potentially applied to a wider range of learning tasks than conventional reinforcement learning. In particular, relational reinforcement learning allows the use of structural representations, the abstraction from specific goals and the exploitation of results from previous learning phases when addressing new (more complex) situations.

The RRL concept was introduced by Dzeroski, De Raedt and Driessens in [5]. The next sections focus on a few details and the shortcomings of the original implementation and the improvements we suggest. They mainly consist of a fully incremental first order decision tree algorithm that is based on the G-tree algorithm of Chapman and Kaelbling [4].

We start with a discussion of the implementation of the original RRL system. We then introduce the TG-algorithm and discuss its integration into RRL to form RRL-TG. Then an overview of some preliminary experiments is given to compare the performance of the original RRL system to RRL-TG and we discuss some of the characteristics of RRL-TG.
Initialise $\hat{Q}_0$ to assign 0 to all $(s,a)$ pairs
Initialise Examples to the empty set.

\begin{verbatim}
e := 0
while true
    generate an episode that consists of states $s_0$ to $s_i$ and actions $a_0$ to $a_{i-1}$
    (where $a_j$ is the action taken in state $s_j$) through the use of a standard
    Q-learning algorithm, using the current hypothesis for $\hat{Q}_e$
    for $j=i-1$ to 0 do
        generate example $x = (s_j, a_j, \hat{q}_j)$,
        where $\hat{q}_j := r_j + \gamma \max_{a'} \hat{Q}_e(s_{j+1}, a')$
        if an example $(s_j, a_j, \hat{q}_{old})$ exists in Examples, replace it with $x$,
        else add $x$ to Examples
    update $\hat{Q}_e$ using TILDE to produce $\hat{Q}_{e+1}$ using Examples
    for $j=i-1$ to 0 do
        for all actions $a_k$ possible in state $s_j$ do
            if state action pair $(s_j, a_k)$ is optimal according to $\hat{Q}_{e+1}$
                then generate example $(s_j, a_k, c)$ where $c = 1$
            else generate example $(s_j, a_k, c)$ where $c = 0$
        update $\hat{P}_e$ using TILDE to produce $\hat{P}_{e+1}$ using these examples $(s_j, a_k, c)$
    e := e + 1
\end{verbatim}

Fig. 1. The RRL algorithm.

2 Relational Reinforcement Learning

The RRL-algorithm consists of two learning tasks. In a first step, the classical
Q-learning algorithm is extended by using a relational regression algorithm to
represent the Q-function with a logical regression tree, called the Q-tree. In
a second step, this Q-tree is used to generate a P-function. This P-function
describes the optimality of a given action in a given state, i.e., given a state-
action pair, the P-function describes whether this pair is a part of an optimal
policy. The P-function is represented by a logical decision tree, called the P-tree.
More information on logical decision trees (classification and regression) can be
found in [1,2].

2.1 The Original RRL Implementation

Figure 1 presents the original RRL algorithm. The logical regression tree that
represents the Q-function in RRL is built starting from a knowledge base which
holds correct examples of state, action and Q-function value triplets. To generate
the examples for tree induction, RRL starts with running a normal episode
just like a standard reinforcement learning algorithm [10,9,6] and stores the
states, actions and q-values encountered in a temporary table. At the end of
each episode, this table is added to a knowledge base which is then used for the
tree induction phase. In the next episode, the q-values predicted by the generated tree are used to calculate the q-values for the new examples, but the Q-tree is generated again from scratch.

The examples used to generate the P-tree are derived from the obtained Q-tree. For each state the RRL system encounters during an episode, it investigates all possible actions and classifies those actions as optimal or not according to the q-values predicted by the learned Q-tree. Each of these classifications together with the according states and actions are used as input for the P-tree building algorithm.

Note that old examples are kept in the knowledge base at all times and never deleted. To avoid having too much old (and noisy) examples in the knowledge base, if a state–action pair is encountered more than once, the old example in the knowledge base is replaced with a new one which holds the updated q-value.

2.2 Problems with the Original RRL

We identify four problems with the original RRL implementation that diminish its performance. First, it needs to keep track of an ever increasing amount of examples: for each different state-action pair ever encountered a Q-value is kept. Second, when a state-action pair is encountered for the second time, the new Q-value needs to replace the old value, which means that in the knowledge base the old example needs to be looked up and replaced. Third, trees are built from scratch after each episode. This step, as well as the example replacement procedure, takes increasingly more time as the set of examples grows. A final point is that leaves of a tree are supposed to identify clusters of equivalent state-action pairs, “equivalent” in the sense that they all have the same Q-value. When updating the Q-value for one state-action pair in a leaf, the Q-value of all pairs in the leaf should automatically be updated; but this is not what is done in the original implementation; an existing (state, action, Q) example gets an updated Q-value at the moment when exactly the same state-action pair is encountered, instead of a state-action pair in the same leaf.

2.3 Possible Improvements

To solve these problems, a fully incremental induction algorithm is needed. Such an algorithm would relieve the need for the regeneration of the tree when new data becomes available. However, not just any incremental algorithm can be used. Q-values generated with reinforcement learning are usually wrong at the beginning and the algorithm needs to handle this appropriately.

Also an algorithm that doesn’t require old examples to be kept for later reference, eliminates the use of old information to generalise from and thus eliminates the need for replacement of examples in the knowledge base. In a fully incremental system, the problem of storing different q-values for similar but distinct state-action pairs should also be solved.

In the following section we introduce such an incremental algorithm.
3 The TG Algorithm

3.1 The G-Algorithm

We use a learning algorithm that is an extension of the G-algorithm [4]. This is a decision tree learning algorithm that updates its theory incrementally as examples are added. An important feature is that examples can be discarded after they are processed. This avoids using a huge amount of memory to store examples.

On a high level (cf. Figure 2), the G-algorithm (as well as the new TG-algorithm) stores the current decision tree, and for each leaf node statistics for all tests that could be used to split that leaf further. Each time an example is inserted, it is sorted down the decision tree according to the tests in the internal nodes, and in the leaf the statistics of the tests are updated.

![Fig. 2. The TG-algorithm.](image)

The examples are generated by a simulator of the environment, according to some reinforcement learning strategy. They are tuples (State, Action, QValue).

3.2 Extending to First Order Logic

We extend the G algorithm in that we use a relational representation language for describing the examples and for the tests that can be used in the decision tree. This has several advantages. First, it allows us to model examples that can’t be stored in a propositional way. Second, it allows us to model the feature space. Even when it would be possible in theory to enumerate all features, as in the case of the blocks world with a limited number of blocks, a problem is only tractable when a smaller number of features is used. The relational language can be seen as a way to construct useful features. E.g. when there are no blocks on some block A, it is not useful to provide a feature to see which blocks are on A. Also, the use of a relational language allows us to structure the feature space as e.g. on(State,block_a,block_b) and on(State,block_c,block_d) are treated in exactly the same way.

The construction of new tests happens by a refinement operator. A more detailed description of this part of the system can be found in [1].
Figure 3 gives an example of a logical decision tree. The test in some node should be read as the existentially quantified conjunction of all literals in the nodes in the path from the root of the tree to that node.

The statistics for each leaf consist of the number of examples on which each possible test succeeds, the sum of their Q values and the sum of squared Q values. Moreover, the Q value to predict in that leaf is stored. This value is obtained from the statistics of the test used to split its parent when the leaf was created. Later, this value is updated as new examples are sorted in the leaf. These statistics are sufficient to compute whether some test is significant, i.e. the variance of the Q-values of the examples would be reduced by splitting the node using that particular test. A node is split after some minimal number of examples are collected and some test becomes significant with a high confidence.

In contrast to the propositional system, keeping track of the candidate-tests (the refinements of a query) is a non-trivial task. In the propositional case the set of candidate queries consists of the set of all features minus the features that are already tested higher in the tree. In the first order case, the set of candidate queries consists of all possible ways to extend a query. The longer a query is and the more variables it contains, the larger is the number of possible ways to bind the variables and the larger is the set of candidate tests.

Since a large number of such candidate tests exist, we need to store them as efficiently as possible. To this aim we use the query packs mechanism introduced in [3]. A query pack is a set of similar queries structured into a tree; common parts of the queries are represented only once in such a structure. For instance, a set of conjunctions \{(p(X), q(X)), (p(X), r(X))\} is represented as a term \(p(X), (q(X); r(X))\). This can yield a significant gain in practice. (E.g., as-
assuming a constant branching factor of $b$ in the tree, storing a pack of $n$ queries of length $l$ ($n = b^l$) takes $O(nb/(b-1))$ memory instead of $O(nl)$.

Also, executing a set of queries structured in a pack on the examples requires considerably less time than executing them all separately. An empirical comparison of the speeds with and without packs will be given in section 1.

Even storing queries in packs requires much memory. However, the packs in the leaf nodes are very similar. Therefore, a further optimisation is to reuse them. When a node is split, the pack for the new right leaf node is the same as the original pack of the node. For the new left sub-node, we currently only reuse them if we add a test which does not introduce new variables because in that case the query pack in the left leaf node will be equal to the pack in the original node (except for the chosen test which of course can’t be taken again). In further work, we will also reuse query packs in the more difficult case when a test is added which introduces new variables.

### 3.3 RRL-TG

To integrate the TG-algorithm into RRL we removed the calls to the TILDE algorithm and use TG to adapt the Q-tree and P-tree when new experience (in the form of $(State, Action, QValue)$ triplets) is available. Thereby, we solved the problems mentioned in Section 2.2.

- The trees are no longer generated from scratch after each episode.
- Because TG only stores statistics about the examples in the tree and only references these examples once (when they are inserted into the tree) the need for remembering and therefore searching and replacing examples is relieved.
- Since TG begins each new leaf with completely empty statistics, examples have a limited life span and old (possibly noisy) q-value examples will be deleted even if the exact same state-action pair is not encountered twice.

Since the bias used by this incremental algorithm is the same as with TILDE, the same theories can be learned by TG. Both algorithms search the same hypothesis space and although TG can be misled in the beginning due to its incremental nature, in the limit the quality of approximations of the q-values will be the same.

### 4 Experiments

In this section we compare the performance of the new RRL-TG with the original RRL system. Further comparison with other systems is difficult because there are no other implementations of RRL so far. Also, the number of first order regression techniques is limited and a full comparison of first order regression is outside the scope of this paper.

In a first step, we reran the experiments described in [5]. The original RRL was tested on the blocks world [8] with three different goals: unstacking all blocks,
stacking all blocks and stacking two specific blocks. Blocks can be on the floor or can be stacked on each other. Each state can be described by a set (list) of facts, e.g., \( s_1 = \{ \text{clear}(a), \text{on}(a, b), \text{on}(b, c), \text{on}(c, \text{floor}) \} \). The available actions are then \( \text{move}(x, y) \) where \( x \neq y \) and \( x \) is a block and \( y \) is a block or the floor. The unstacking goal is reached when all blocks are on the floor, the stacking goal when only one block is on the floor. The goal of stacking two specific blocks (e.g. \( a \) and \( b \)) is reached when the fact \( \text{on}(a, b) \) is part of the state description, note however that RRL learns to stack any two specific blocks by generalising from \( \text{on}(a, b) \) or \( \text{on}(c, d) \) to \( \text{on}(X, Y) \) where \( X \) and \( Y \) can be substituted for any two blocks. In the first type of experiments, a Q-function was learned for state-spaces with 3, 4 and 5 blocks. In the second type, a more general strategy for each goal was learned by using policy learning on state-spaces with a varying number of blocks.

Afterwards, we discuss some experiments to study the convergence behaviour of the TG-algorithm and the sensitivity of the algorithm to some of its parameters.

### 4.1 Fixed State Spaces

For the experiments with a fixed number of blocks, the results are shown in Figure 4. The generated policies were tested on 10,000 randomly generated examples. A reward of 1 was given if the goal-state was reached in the minimal number of steps. The graphs show the average reward per episode. This gives an
indication of how well the Q-function generates the optimal policy. Compared to
the original system, the number of episodes needed for the algorithm to converge
to the correct policy is much larger. This can be explained by two characteristics
of the new system. Where the original system would automatically correct its
mistakes when generating the next tree by starting from scratch, the new system
has to compensate for the mistakes it makes near the root of the tree — due
to faulty Q-values generated at the beginning — by adding extra branches to
the tree. To compensate for this fact a parameter has been added to the TG-
algorithm which specifies the number of examples that need to be filed in a leaf,
before the leaf can be split. These two factors — the overhead for correcting
mistakes and the delay put on splitting leaves — cause the new RRL system to
converge slower when looking at the number of episodes.

However, when comparing timing results the new system clearly outperforms
the old one, even with the added number of necessary episodes. Table 1 compares
the execution times of RRL-TG with the timings of the RRL system given in
[5]. For the original RRL system, running experiments in state spaces with more
than 5 blocks quickly became impossible. Learning in a state-space with 8 blocks,
RRL-TG took 6.6 minutes to learn for 1000 episodes, enough to allow it to
converge for the stacking goal.

Table 1. Execution time of the RRL algorithm on Sun Ultra 5/270 machines.

<table>
<thead>
<tr>
<th></th>
<th>3 blocks</th>
<th>4 blocks</th>
<th>5 blocks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original RRL</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stacking (30 episodes)</td>
<td>6.15 min</td>
<td>62.4 min</td>
<td>306 min</td>
</tr>
<tr>
<td>Unstacking (30 episodes)</td>
<td>8.75 min</td>
<td>not stated</td>
<td>not stated</td>
</tr>
<tr>
<td>On(a,b) (30 episodes)</td>
<td>20 min</td>
<td>not stated</td>
<td>not stated</td>
</tr>
<tr>
<td>RRL-TG without packs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stacking (200 episodes)</td>
<td>19.2 sec</td>
<td>26.5 sec</td>
<td>39.3 sec</td>
</tr>
<tr>
<td>Unstacking (500 episodes)</td>
<td>1.10 min</td>
<td>1.92 min</td>
<td>2.75 min</td>
</tr>
<tr>
<td>On(a,b) (5000 episodes)</td>
<td>25.0 min</td>
<td>57 min</td>
<td>102 min</td>
</tr>
<tr>
<td>RRL-TG with packs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stacking (200 episodes)</td>
<td>8.12 sec</td>
<td>11.4 sec</td>
<td>16.1 sec</td>
</tr>
<tr>
<td>Unstacking (5000 episodes)</td>
<td>20.2 sec</td>
<td>35.2 sec</td>
<td>53.7 sec</td>
</tr>
<tr>
<td>On(a,b) (5000 episodes)</td>
<td>5.77 min</td>
<td>7.37 min</td>
<td>11.5 min</td>
</tr>
</tbody>
</table>

4.2 Varying State Spaces

In [5] the strategy used to cope with multiple state-spaces was to start learning
on the smallest and then expand the state-space after a number of learning
episodes. This strategy worked for the original RRL system because examples
were never erased from the knowledge base, so when changing to a new state-
space the examples from the previous one would still be used to generate the Q-
and P-trees.

However, if we apply the same strategy to RRL-TG, the TG-algorithm first
generates a tree for the small state-space and after changing to a larger state-
space, it expands the tree to fit the new state space, completely forgetting what it has learned by adding new branches to the tree, thereby making the tests in the original tree insignificant. It would never generalise over the different state-spaces. Instead, we offer a different state-space to RRL-TG every episode. This way, the examples the TG-algorithm uses to split leaves will come from different state-spaces and allow RRL-TG to generalise over them. In the experiments on the blocks world, we varied the number of blocks between 3 and 5 while learning. To make sure that the examples are spread throughout several state-spaces we set the minimal number of examples needed to split a leaf to 2400, quite a bit higher than for fixed state-spaces. As a result, RRL-TG requires a higher number of episodes to converge.

At episode 15000, P-learning was started. Note that since P-learning depends on the presence of good Q-values, in the incremental tree learning setting it is unwise to start building P-trees from the beginning, because the Q-values at that time are misleading, causing suboptimal splits to be inserted into the P-tree in the beginning. Due to the incremental nature of the learning process, these suboptimal splits are not removed afterwards, which in the end leads to a more complex tree that is learned more slowly. By letting P-learning start only after a reasonable number of episodes, this effect is reduced, although not necessarily entirely removed (as Q-learning continues in parallel with P-learning).

![Graph](image.png)

**Fig. 5.** The learning curves for varying numbers of blocks. P-learning is started at episode 15000.

Figure 5 shows the learning curves for the three different goals. The generated policies were tested on 10,000 randomly generated examples with the number of blocks varying between 3 and 10. The first part of the curves indicate how well the policy generated by the Q-tree performs. From episode 15000 onwards, when P-learning is started, the test results are based on the P-tree instead of the Q-tree; on the graphs this is visible as a sudden drop of performance back to almost
zero, followed by a new learning curve (since P-learning starts from scratch). It can be seen that P-learning converges fast to a better performance level than Q-learning attained. After P-learning starts, the Q-tree still gets updated, but no longer tested. We can see that although the Q-tree is not able to generalise over unseen state-spaces, the P-tree — which is derived from the Q-tree — usually can.

The jump to an accuracy of 1 in the Q-learning phase for stacking the blocks is purely accidental, and disappears when the Q-tree starts to model the encountered state-spaces more accurately. The generated Q-tree at that point in time is shown in Figure 6. Although this tree does not represent the correct Q-function in any way, it does — by accident — lead to the correct policy for stacking any number of blocks. Later on in the experiment, the Q-tree will be much larger and represent the Q-function much closer, but it does not represent an overall optimal policy anymore.

state(S), action_move(X,Y), number_of_blocks(S,N)
  height(S,Y,H), diff(N,H,D), D<2 ?
    yes:
      qvalue(1.0)
    no:
      height(S,B,C), height(S,Y,D), D<C ?
        yes:
          qvalue(0.149220955007456)
        no:
          qvalue(0.507386078412001)

Fig. 6. The Q-tree for Stacking after 4000 episodes

The algorithm did not converge for the On(A,B) goal but we did get better performance than the original RRL. This is probably due to the fact that we were able to learn more episodes.

4.3 The Minimal Sample Size

We decided to further explore the behaviour of the RRL-TG algorithm with respect to the delay parameter which specifies the minimal sample size for TG to split a leaf. To test the effect of the minimal sample size, we started RRL-TG for a total of 10000 episodes and started P-learning after 5000 episodes. We then varied the minimal sample size from 50 to 2000 examples. We ran these tests with the unstacking goal.

Figure 7 shows the learning curves for the different settings, Table 2 shows the sizes of the resulting trees after 10000 episodes (with P-learning starting at episode 5000). The algorithm does not converge for a sample size of 50 examples. Even after P-learning optimality is not reached. The algorithm makes too many
mistakes by relying on too small a set of examples when choosing a test. With an increasing sample size comes a slower convergence to the optimal policy. For a sample size of 1000 examples, the dip in the learning curve during P-learning is caused by a change in the Q-function (which is still being learned during the second phase). When looking at the sizes of the generated trees, it is obvious that the generated policies benefit from a larger minimal sample size, at the cost of slower convergence. Although experiments with a smaller minimal sample size have to correct for their early mistakes by building larger trees, they often still succeed in generating an optimal policy.

<table>
<thead>
<tr>
<th>50</th>
<th>400</th>
<th>1000</th>
<th>2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q-tree</td>
<td>31</td>
<td>26</td>
<td>16</td>
</tr>
<tr>
<td>P-tree</td>
<td>9</td>
<td>10</td>
<td>8</td>
</tr>
</tbody>
</table>

5 Concluding Remarks

This paper described how we upgraded the G-tree algorithm of Chapman and Kaelbling [4] to the new TG-algorithm and by doing so greatly improved the speed of the RRL system presented in [5].

We studied the convergence behaviour of RRL-TG with respect to the minimal sample size TG needs to split a leaf. Larger sample sizes mean slower convergence but smaller function representations.
We are planning to apply the RRL algorithm to the Tetris game to study the behaviour of RRL in more complex domains than the blocks world.

Future work will certainly include investigating other representation possibilities for the Q-function. Work towards first order neural networks and Bayesian networks seems to provide promising alternatives.

Further work on improving the TG algorithm will include the use of multiple trees to represent the Q- and P-functions and further attempts to decrease the amount of used memory. Also, some work should be done to automatically find the moment to start P-learning and the optimal minimal sample size. Both will influence the size of the generated policy and the convergence speed of TG-RRL.
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Abstract. In simulation studies boosting algorithms seem to be susceptible to noise. This article applies AdaBoost.M2 used with decision stumps to the digit recognition example, a simulated data set with attribute noise. Although the final model is both simple and complex enough, boosting fails to reach the Bayes error. A detailed analysis shows some characteristics of the boosting trials which influence the lack of fit.

1 Introduction

Boosting algorithms were originally designed to turn weak classifiers into strong ones. The performance of such boosted classifiers turned out to be so good that they became an own discipline in the field of pattern recognition. However boosting algorithms seem to have disadvantages at noisy data sets ([1,4,6,7,10]). The aim of this paper is to apply a boosting algorithm to a simulated data set with attribute noise, analyze its behaviour and find some characteristics that affect the performance of boosting. The digit example is a well known artificial example, so it is possible to compare the result with the true structure of the problem. The chosen boosting classifier is AdaBoost.M2 with decision stumps as base classifiers.

2 AdaBoost.M2 with Decision Stumps for the Digit Dataset

2.1 The Digit Dataset

The artificial digit example is a simulation of a faulty digit display ([2]). The representation of a digit on a display consists of 7 lights, which can be lighted or not (Fig 1). Each representation $x$ of a digit is an element of the set $\{0,1\}^7$, where $x_j = 1$ means, that light number $j$ is lighted and $x_j = 0$ means, that light number $j$ is not lighted. The proper representation of digits 0, ..., 9 is given in figure 1. For example the proper representation of digit 1 is $x = (0,0,1,0,0,1,0)$. One can also say, that $x = (0,0,1,0,0,1,0)$ is the prototype of group 1.

The display is simulated to be faulty in displaying digits. All seven lights are independently properly lighted with probability 0.9 and faultily lighted with probability 0.1. So the probability, that a digit is properly represented is $0.9^7$,
which is about 0.48. Now we define the similarity of a digit $x$ to a group $g$ as the number of identical lights of $x$ and the prototype of group $g$. The Bayes classifier assigns an unknown digit $x$ to the most similar group. If this most similar group is not uniquely defined, the group gets chosen by chance among the most similar groups. The error rate of the Bayes classifier is 0.26. The most important characteristics of the data set are given in Table 1.

### Table 1. Properties of the digit example

<table>
<thead>
<tr>
<th># groups</th>
<th># input variables</th>
<th># training set</th>
<th>Bayes error</th>
<th>SNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>7</td>
<td>1000</td>
<td>0.26</td>
<td>0.9</td>
</tr>
</tbody>
</table>

#### 2.2 Decision Stumps

Since we use decision stumps as base classifiers we introduce some notation here. A decision stump $h$ is a classification tree with 2 leaves. For the digit example this means that the decision stump chooses a variable $j$ and divides the learning set $\{(x_1, g_1), \ldots, (x_N, g_N); x_i \in X, g_i \in G\}$ into the two leaves $l_0 := \{(x_i, g_i); x_{ij} = 0\}$ and $l_1 := \{(x_i, g_i); x_{ij} = 1\}$. Now we call $N_k$ the number of elements of leave $l_k$ and $N_k(g)$ the number of elements of group $g$ in leave $l_k$. Then the decision stump estimates the probability that a new, unknown digit $x$ belongs to group $g$ as the corresponding group proportion $\pi_0(g) := N_0(g) \setminus N_0$ if $x_j = 0$ and $\pi_1(g) := N_1(g) \setminus N_1$ if $x_j = 1$.

The result is a map

$$h : \{0, 1\}^7 \times \{0, 1\}^{10} \to [0, 1], \quad h(x, g) := \pi_0(g)[[x_j = 0]] + \pi_1(g)[[x_j = 1]], \quad (1)$$

where $[[\cdot]]$ is a function of boolean values with $[[true]] = 1$ and $[[false]] = 0$.

#### 2.3 AdaBoost.M2

Boosting algorithms are often designed for classification of two groups. There are several extensions for problems with more than two classes (3ES1H4). With $X$
designating the input space and $G$ designating the set of groups the straightforward multiclass extension, AdaBoost.M1, combines base classifiers of the form $h : X \rightarrow G$ by majority vote like in the twoclass case. A big drawback of this approach is that the error rate of each base classifier should be less than 50% which can be difficult to reach especially for the multiclass case. For the digit example the error rate of a single decision stump which assigns a case to the group with highest probability is about 80%. So the use of the straightforward multiclass extension with decision stumps has a poor performance.

A more sophisticated multiclass extension is AdaBoost.M2 (Fig.2) published by Freund and Schapire ([5]). AdaBoost.M2 changes the goal of the weak classifiers to predict a set of plausible groups and evaluates the weak classifiers using the pseudo-loss $\epsilon_t$ (step 3) which penalizes the weak classifiers for failing to include the correct group in the predicted plausible group set and for each incorrect label in the predicted plausible group set. The exact form of the pseudo-loss is under control of the algorithm so that the weak classifier can focus also on the groups which are hardest to distinguish from the correct group by changing the matrix $q$. The following theorem guarantees the decrease of the training error as long as the pseudo-loss is less than 1/2 which is much more easier to achieve than training error less than 50%:

**Theorem 1.** Let $\epsilon_t \leq \frac{1}{2} - \gamma$ for $\gamma \in (0, 1)$. Then the training error of AdaBoost.M2 is upper bounded by

$$((|G| - 1) 2^T \prod_{t=1}^{T} \sqrt{\epsilon_t(1 - \epsilon_t)} \leq \exp(-2\gamma^2T)).$$

In every boosting round $t$ the algorithm takes a bootstrap sample, where each case $(x_i, g_i)$ is weighted with $D_t(i)$, from the learning set. This bootstrap sample is used for the construction of the weak classifier (step 2). Then the pseudo-loss of this classifier is calculated (step 3). The pseudo-loss is used for three purposes: First it is used for updating the sampling weights $D(i)$ and the matrix $q$ for the next boosting round (steps 4, 5 and 1). The algorithm focuses more on cases that were difficult to classify properly at the previous boosting round. Second, according to the theorem above, the algorithm stops if the pseudo-loss reaches 1/2 (step 3). The third time the pseudo-loss is used for the weighted majority-vote of the $T$ base classifiers (step 4 and output).

3 Application of AdaBoost.M2 with Decision Stumps on the Digit-Example

To study the algorithm systematically we applied it to 50 independently generated data sets of size 1000. Other algorithms were also applied to these 50 data sets using the number of boosting rounds of the original algorithm. Since the example is artificial the expected error could be calculated directly, so there was no need for a test set. All figures come from trial 31, for which both minimal and final training error are near the corresponding mean errors over all datasets. In figure 3 and table 2 scores are multiplied with 100 for sake of readability.
Algorithm AdaBoost.M2

Input: learning set \( \{(x_1, g_1), \ldots, (x_N, g_N)\}; x_i \in X, g_i \in G\}, G = \{1, \ldots, |G|\}
weak classifier of the form \( h: X \times G \rightarrow [0,1] \)
T: maximum number of boosting rounds

Initialization: \( D_1(i) = 1/N \), weight vector \( w_{1,g} = D_1(i)/(|G| - 1) \)

For \( t = 1, \ldots, T \):
1. Set \( W_t^i = \sum_{g \neq g_i} w_{t,g}^i \)
   for \( g \neq g_i : \quad q_{t,g}^i = \frac{w_{t,g}^i}{W_t^i} \)
   and \( D_t(i) = W_t^i / \sum_{i=1}^N W_t^i \)
2. Call the weak classifier \( h_t \) with data sampled from the learning set with distribution \( D_t \)
3. Calculate the pseudo-loss \( \epsilon_t \) of \( h_t \):
   \[
   \epsilon_t = \frac{1}{2} \sum_{i=1}^N D_t(i) \left( 1 - h_t(x_i, g_i) + \frac{1}{|G| - 1} \sum_{g \neq g_i} q_{t,g} h_t(x_i, g) \right)
   \]
   if \( \epsilon_t \geq \frac{1}{2} \): \( T := t - 1 \), goto output step
4. Set \( \alpha_t = \frac{1}{2} \ln \left( \frac{1 - \epsilon_t}{\epsilon_t} \right) \)
5. For \( i = 1, \ldots, N \) and \( g \in G \setminus \{g_i\} \) set the new weight vectors to be
   \( w_{t+1,g}^i = w_{t,g}^i e^{-\alpha_t (1 - h_t(x_i, g_i) + h_t(x_i, g))} \)

Output: final classifier \( h_f(x) \): Normalize \((\alpha_t)_{t=1,\ldots,T}\) and set
\[
h_f(x) = \arg \max_{g \in G} \sum_{t=1}^T \alpha_t h_t(x, g)
\]

Fig. 2. AdaBoost.M2

3.1 The Final Model

As we have seen in the previous section the final classifier has the following form:

\[
h_f(x) = \arg \max_{g \in G} \sum_{t=1}^T \alpha_t h_t(x, g)
\]

We can interpret the sum in (2) as a score for group \( g \). Digit \( x \) is classified as the digit \( g \) with the highest score for instance \( x \). For decision stumps each base hypothesis \( h_t \) depends only on one variable \( j \) which we will call \( j(t) \). Inserting the definition of the decision stumps (1) in (2) we get after some rearrangements of terms

\[
h_f(x) = \arg \max_{g \in G} \sum_{t=1}^T \alpha_t \left( \pi_0^t(g)[x_{j(t)} = 0] + \pi_1^t(g)[x_{j(t)} = 1] \right)
\]
\[
= \arg \max_{g \in G} \sum_{t=1}^T \alpha_t \left( \pi_0^t(g) + (\pi_1^t(g) - \pi_0^t(g))x_{j(t)} \right)
\]
\[
\text{arg max}_{g \in G} \left( \sum_{t=1}^{T} \alpha_t \pi_t^0(g) + \sum_{t=1}^{T} \sum_{j=1}^{7} \alpha_t [[j = j(t)]] (\pi_t^1(g) - \pi_t^0(g)) \right) x_j.
\]

Setting
\[
a_0(g) := \sum_{t=1}^{T} \alpha_t \pi_t^0(g)
\]
and
\[
a_j(g) := \sum_{t=1}^{T} \alpha_t [[j = j(t)]] (\pi_t^1(g) - \pi_t^0(g))
\]
we finally get
\[
h_f(x) = \text{arg max}_{g \in G} \text{score}(g)(x)
\]
\[
\text{score}(g)(x) = a_0(g) + \sum_{j=1}^{7} a_j(g) x_j.
\]

The resulting classifier can be shown graphically (Fig 3).

The figure consists of the prototypes of the 10 groups. To calculate for case \(x\) the score for group \(g\) look at the corresponding prototype. The number below is \(a_0(g)\). Then for each of the 7 lights look at the number beside and above respectively and add it if light \(j\) of \(x\) is lighted (\(x_j = 1\)), otherwise add nothing. As a result the final classifier can be represented by voting of the 10 scores \(\text{score}(1), \ldots, \text{score}(10)\) where each score is a linear function of the 7 values \(x_j\). The
final classifier $h_f$ is determined by fixing the 80 constants $a_{j}(g)$, $j = 0, \ldots, 7$, $g = 0, \ldots, 10$. This is a hint that we can get a quite complex classifier even from such simple base classifiers as decision stumps. Using classification trees with more leaves leads to interactions of higher orders with the disadvantage of losing an easy interpretation like above.

### 3.2 Performance of the Algorithm

The boosting routine quickly diminishes the training error, showing some jumps of about 5 percent. The training error rate reaches a minimum and then slightly increases to a final training error (Fig. 4). The jumps of the curve come from the fact, that at certain rounds $t$ a prototype of a digit, which contains about 5% of all data, is assigned correctly and incorrectly respectively. Figure 4 shows that the pseudo loss increases with $t$, so the weights of the base classifiers in the combination step decrease. Therefore the changes of the final classifier get smaller which leads to the smoothness of the error curve at higher boosting rounds.

![Fig. 4. Error (left) and pseudo loss (right) dependent on boosting round](image)

This error curve is a typical one as can be seen by comparison with Table 3. The mean expected error of 34.3% is good in comparison with the error of the best single decision stump of 80%, but a comparison of the minimum test error with the Bayes error of 26% shows that there is much room for improvement.
Despite the additive structure of the problem and the simplicity of the final model the algorithm didn’t manage to fit it well.

To be sure that the final model is complex enough we built an additive model whose scores are just the number of lights identical to the lights of the prototype of the corresponding group (Fig 5) which is just the Bayes classifier. Therefore we solved 10 systems of 128 linear equations. The ranks of all 10 corresponding matrices were full, so the representation of the desired score as an additive model is unique.

An analysis of the results shows, that many digits are assigned wrongly to groups 1 and 7, because the scores for these two groups can get higher than the scores for the other eight groups (Table 2). An analysis of the algorithm shows that these two groups were chosen with higher probability the longer the boosting algorithm calculated (see Table 2 and Fig 6).

<table>
<thead>
<tr>
<th>group g</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>p_f(g)</td>
<td>14.3</td>
<td>8.9</td>
<td>6.5</td>
<td>10.0</td>
<td>10.1</td>
<td>12.0</td>
<td>15.2</td>
<td>9.1</td>
<td>6.1</td>
<td>7.8</td>
</tr>
<tr>
<td>score</td>
<td>23.0</td>
<td>15.2</td>
<td>13.0</td>
<td>16.7</td>
<td>14.7</td>
<td>16.1</td>
<td>19.6</td>
<td>13.9</td>
<td>12.3</td>
<td>14.5</td>
</tr>
<tr>
<td>Δp</td>
<td>9.9</td>
<td>-3.8</td>
<td>-2.6</td>
<td>0.5</td>
<td>-2.9</td>
<td>-2.6</td>
<td>10.7</td>
<td>-2.6</td>
<td>-3.3</td>
<td>-3.4</td>
</tr>
</tbody>
</table>
The idea of the boosting algorithm is, that it concentrates on hard-to-classify training data. Since there is no obvious reason, why digits 1 and 7 should be harder to classify than the others we made an ad-hoc regularization of the algorithm by holding the group proportions constant. Therefore we inserted an additional normalization between step 1 and step 2 of AdaBoost.M2, we name it

\[ D_t(i) = \frac{D_t(i)\pi(g)}{\delta_t(g)}, \text{ with } \delta_t(g) := \sum_{i: g_i = g} D_t(i). \tag{5} \]

A natural choice for the constant group proportion \( \pi(g) \) is the group prior estimated directly from the data

\[ \pi(g) = \hat{\pi}(g) := \frac{N(g)}{N}. \]

We denote the algorithm using \( \hat{\pi}(g) \) as AdaBoost\( \hat{\pi} \). Since we know the real group proportion \( \pi(g) = 0.1 \) from theory we also used this choice and denote the corresponding algorithm as AdaBoost\( \pi \). Table\( \text{R} \) shows that AdaBoost\( \hat{\pi} \) worked worse than the original algorithm, but AdaBoost\( \pi \) brought a substantial improvement, so the exact knowledge about the true group proportions appears to be a crucial point for the modification. For a comparison we also applied bagging with confidence-rated votes to the data sets and got much worse classifiers (Table\( \text{R} \)).

It’s also interesting to see how the different error rates are made up of minimal training error, overfit and generalization error, where the overfit is defined as the difference between the final and minimal reached training error and the generalization error is the difference between the expected and training error.
of the classifier (Table 3). The two modified algorithms turned out to be more robust to overfitting, and as expected AdaBoostπ generalizes best. The greatest differences between the algorithms were seen in the minimal training error, where the 4 algorithms had the following ranking: AdaBoostπ, original AdaBoost.M2, AdaBoost^, bagging. AdaBoost^ comes closer to original AdaBoost.M2 because of its lower overfit, but this ranking also holds for the expected error of the final classifier.

Table 3. Comparison of algorithms

<table>
<thead>
<tr>
<th></th>
<th>AdaBoost.M2</th>
<th>AdaBoost^</th>
<th>AdaBoostπ</th>
<th>Bagging</th>
</tr>
</thead>
<tbody>
<tr>
<td>Final</td>
<td>MW 34.31</td>
<td>36.65</td>
<td>27.79</td>
<td>48.69</td>
</tr>
<tr>
<td>expected error</td>
<td>STD 5.45</td>
<td>5.80</td>
<td>0.76</td>
<td>9.08</td>
</tr>
<tr>
<td></td>
<td>MIN 26.74</td>
<td>27.0</td>
<td>26.58</td>
<td>30.55</td>
</tr>
<tr>
<td></td>
<td>MAX 48.69</td>
<td>53.77</td>
<td>30.20</td>
<td>74.80</td>
</tr>
<tr>
<td>Minimal training error</td>
<td>MW 28.67</td>
<td>32.54</td>
<td>26.06</td>
<td>40.06</td>
</tr>
<tr>
<td></td>
<td>STD 3.15</td>
<td>4.82</td>
<td>1.47</td>
<td>7.41</td>
</tr>
<tr>
<td></td>
<td>MIN 23.30</td>
<td>25.00</td>
<td>22.60</td>
<td>24.5</td>
</tr>
<tr>
<td></td>
<td>MAX 37.20</td>
<td>47.20</td>
<td>29.70</td>
<td>61.5</td>
</tr>
<tr>
<td>Final training error</td>
<td>MW 32.60</td>
<td>34.26</td>
<td>27.33</td>
<td>45.32</td>
</tr>
<tr>
<td></td>
<td>STD 4.74</td>
<td>5.36</td>
<td>1.66</td>
<td>8.36</td>
</tr>
<tr>
<td></td>
<td>MIN 25.40</td>
<td>25.90</td>
<td>23.20</td>
<td>27.20</td>
</tr>
<tr>
<td></td>
<td>MAX 45.40</td>
<td>48.80</td>
<td>30.80</td>
<td>71.10</td>
</tr>
<tr>
<td>Overfit</td>
<td>MW 3.93</td>
<td>1.72</td>
<td>1.27</td>
<td>5.26</td>
</tr>
<tr>
<td></td>
<td>STD 2.98</td>
<td>2.03</td>
<td>0.79</td>
<td>5.51</td>
</tr>
<tr>
<td></td>
<td>MIN 0.20</td>
<td>0.00</td>
<td>0.10</td>
<td>0.00</td>
</tr>
<tr>
<td></td>
<td>MAX 12.4</td>
<td>7.30</td>
<td>3.50</td>
<td>31.00</td>
</tr>
<tr>
<td>Generalization error</td>
<td>MW 1.71</td>
<td>2.39</td>
<td>0.47</td>
<td>3.37</td>
</tr>
<tr>
<td></td>
<td>STD 1.61</td>
<td>1.54</td>
<td>1.54</td>
<td>1.52</td>
</tr>
<tr>
<td></td>
<td>MIN -2.66</td>
<td>-1.18</td>
<td>-2.93</td>
<td>-1.21</td>
</tr>
<tr>
<td></td>
<td>MAX 4.92</td>
<td>5.86</td>
<td>3.44</td>
<td>6.14</td>
</tr>
</tbody>
</table>
Table 4. Description of errors at the last round, the round with minimal training error (minerror) and the round with maximal margin (maxmargin)

<table>
<thead>
<tr>
<th>method</th>
<th>$T$</th>
<th>training error($T$)</th>
<th>expected error($T$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>last round</td>
<td>1215±282</td>
<td>32.60±4.74</td>
<td>34.31±5.45</td>
</tr>
<tr>
<td>minerror</td>
<td>447±226</td>
<td>28.67±3.15</td>
<td>30.04±3.81</td>
</tr>
<tr>
<td>maxmargin</td>
<td>330±88</td>
<td>30.99±4.29</td>
<td>32.53±5.06</td>
</tr>
</tbody>
</table>

represented digits and digits with 1, 2 and 3 wrongly lighted lights respectively. As expected the proportion of digits with one and two wrongly lighted lights increased during boosting (Fig.6). Looking at the correlation of the proportion of lights with one and two false lights at the last step and the final test error we get -0.3516 and 0.391. Our interpretation is that most digits with one wrong light can get classified well whereas most digits with two wrong lights can’t get classified well and can therefore be considered as noise.

4 Validation of Results with Two Other Databases

To validate the results of the previous section we applied our modifications to two additional datasets: the iris and the waveform dataset. We chose the iris dataset as a hard dataset, where boosting didn’t work well in previous studies, the waveform dataset was chosen as an example, where boosting improved the base classifier with some space for improvement remaining by comparison with the Bayes classifier ([4,6]). We estimated the error by 10-fold crossvalidation for the iris dataset and by the use of a test set for the waveform dataset with 1000 cases in the learning and 4000 cases in the test set.

For both datasets AdaBoost.M2 again concentrated on some groups more than on others (Table 5).

Table 5. Analysis of algorithm: Difference $\Delta p$ between the group proportions at the last and the first boosting round in percent

<table>
<thead>
<tr>
<th>group 1</th>
<th>group 2</th>
<th>group 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta p$ for iris</td>
<td>-23.7</td>
<td>12.4</td>
</tr>
<tr>
<td>$\Delta p$ for waveform</td>
<td>7.3</td>
<td>1.0</td>
</tr>
</tbody>
</table>

With a similar calculation as in Fig.1 the final classifier can be interpreted as an additive model

$$\text{score}(g)(x) = \sum_j f(x_j, g)$$
with step functions $f(x_j, g)$. An additive model seems to be well suited for both datasets, because the algorithm showed a good performance for both datasets and is more than competitive to AdaBoost.M1 using classification trees (Table 6).

<table>
<thead>
<tr>
<th></th>
<th>iris</th>
<th>waveform</th>
</tr>
</thead>
<tbody>
<tr>
<td>Final error</td>
<td>4.0</td>
<td>16.4</td>
</tr>
<tr>
<td>Minimal training error</td>
<td>2.0</td>
<td>13.3</td>
</tr>
<tr>
<td>Final training error</td>
<td>2.3</td>
<td>13.6</td>
</tr>
<tr>
<td>Overfit</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>Generalization error</td>
<td>1.7</td>
<td>2.8</td>
</tr>
</tbody>
</table>

In the previous chapter we examined two modified boosting algorithms that held the group proportions constant. For the digit dataset AdaBoost$\pi$ was clearly superior to AdaBoost.M2. A look on the results for the iris and waveform datasets show that both modifications seem to worsen the algorithm for both datasets, but there is one thing that makes the comparison difficult. In (14) the problem of rounding errors at extreme differences between weights of cases was addressed, so for every boosting round we saved the ratio $r$ between the maximal and the minimal weight for all boosting rounds. For the modified algorithms $r$ was extremely high (about $10^{12}$) for two of the iris trials which lead to much greater error for these two trials, $r$ was also higher for the waveform trial (1695 and 5767 for AdaBoost$\pi$ and AdaBoost$\hat{\pi}$ compared to 135 for AdaBoost.M2) but had similar values for the digit dataset (28, 27, 38). We didn’t expect this behaviour of the algorithm, in contrast we even saw the modification as a regularization step. As a result the validation confirmed that the weight distribution should be at least watched during boosting and that further research in this direction is needed.

5 Conclusion and Future Work

The final classifier of AdaBoost.M2 using decision stumps as base classifiers can be shown and interpreted very well as an additive model without interactions for the digit example. The performance of the algorithm for the digit example suffers from attribute noise leading to error rates far from the Bayes error, although the final model is complex enough to handle the problem. The additional error (8.29%) comes from the lack of fit for the training data (2.65%), overfitting (3.93%) and generalization (1.71%). During boosting the algorithm concentrates on the two groups 1 and 7. Holding group proportions constant on the can improve the algorithm considerably, but exact knowledge of the group proportions
is crucial for the success of this method, which reduces the minimal training error and also errors resulting from overfitting and generalization.

In experiments with the iris and the waveform datasets the algorithm also concentrates on certain groups. The resulting classifiers are at least as good as classifiers resulting from AdaBoost.M1 with classification trees as base classifiers. As an additional advantage the resulting model is additive and therefore easier to interpret. Experiments to validate the good performance of the modified algorithm AdaBoost$\pi$ show no clear results but addressed the need to at least check the weight distribution during boosting. Additional work must be done in this area.

Future work will explore methods to take noise into account on one hand by changes within the algorithm and on the other hand by an additional analysis of the output of the algorithm. It will then be necessary to generalize the results to other algorithms, base classifiers and data sets.
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Abstract. This paper studies the Iterative Double Clustering (IDC) meta-clustering algorithm, a new extension of the recent Double Clustering (DC) method of Slonim and Tishby that exhibited impressive performance on text categorization tasks [1]. Using synthetically generated data we empirically demonstrate that whenever the DC procedure is successful in recovering some of the structure hidden in the data, the extended IDC procedure can incrementally compute a dramatically better classification, with minor additional computational resources. We demonstrate that the IDC algorithm is especially advantageous when the data exhibits high attribute noise. Our simulation results also show the effectiveness of IDC in text categorization problems. Surprisingly, this unsupervised procedure can be competitive with a (supervised) SVM trained with a small training set. Finally, we propose a natural extension of IDC for (semi-supervised) transductive learning where we are given both labeled and unlabeled examples, and present preliminary empirical results showing the plausibility of the extended method in a semi-supervised setting.

1 Introduction

Data clustering is a fundamental and challenging routine in information processing and pattern recognition. Informally, when we cluster a set of elements we attempt to partition it into subsets such that points in the same subset are more "similar" to each other than to points in other subsets. Typical clustering algorithms depend on a choice of a similarity measure between data points [2], and a "correct" clustering result can be dependent on an appropriate choice of a similarity measure. However, the choice of a "correct" measure is an ill-defined task without a particular application at hand. For instance, consider a hypothetical data set containing articles by each of two authors, so that half of the articles authored by each author discusses one topic, and the other half discusses another topic. There are two possible dichotomies of the data which could yield two different bi-partitions: one according to topic, and another, according to writing style. When asked to cluster this set into two sub-clusters, one cannot successfully achieve the task without knowing the goal: Are we interested in clusters that reflect writing style or semantics? Therefore, without a suitable target at hand and a principled method for choosing a similarity measure suitable for the target, it can be meaningless to interpret clustering results.
The *information bottleneck (IB)* method of Tishby, Pereira and Bialek \[3\] is a new framework that can sometimes provide an elegant solution to this problematic aspect of data clustering. Let the data be a set of observed values of some random variable $S$. The main idea of the IB method is to use some “target information” that can guide the clustering process towards the desired goal. Let this target information be the observed values of the random variable $T$. The goal is to extract the essence of $S$ which can still predict $T$. Thus, we aim to compute a compressed representation $\tilde{S}$ of $S$ (e.g., a clustering of $S$) so as to preserve $I(\tilde{S}, T)$, the mutual information between $\tilde{S}$ and $T$, as much as possible. Tishby et al. \[3\] also present an algorithm for computing the desired clustering $\tilde{S}$, which is a “soft” assignment of data points into cluster centroids.

In \[4\], Slonim and Tishby developed a simplified “hard” variant of this IB clustering, where there is a hard assignment of points to their clusters. Employing this hard IB clustering, the same authors introduced an effective two-stage clustering procedure called *Double Clustering (DC)* \[1\]. Roughly, the idea is as follows. Let $X$ represent the data where each data point is a vector over real valued features. The goal is to cluster $X$ based on the joint empirical distribution of data points and their features. Informally, during the first stage, a clustering of the features $F$ is performed using the above $(S, T)$-IB procedure with $S$ representing the features and $T$ representing the data points. This results in a compressed representation $\tilde{F}$ of the features $F$ that preserves information about the points. During the second stage, the data $X$ is compressed with respect to the feature clusters $\tilde{F}$ (i.e. with $S = X$ and $T = \tilde{F}$), thus generating a clustering $\tilde{X}$ of the data $X$. An experimental study of DC on text categorization tasks \[1\] showed a consistent advantage of IB clustering over other clustering methods. A striking finding in \[1\] is that DC sometimes even attained results close to those of supervised learning.

In this paper we present a powerful extension of the DC procedure which we term *Iterative Double Clustering (IDC)*. As its name suggests, IDC performs iterations of DC so that the input data variable of the next iteration is the clustered data of the previous DC iteration (and the first iteration is a standard DC). Whenever the first DC iteration succeeds in extracting a meaningful structure of the data, a number of the next consecutive iterations can continually improve the clustering quality. Intuitively, this continual improvement achieved by IDC is due to generation of progressively less noisy target variables that serve better the IB clustering of the features (see details in Section \[3\]). Using synthetically generated data, we study some properties of the IDC method. Not only that IDC can dramatically outperform DC whenever the data is noisy, our experiments indicate that IDC attains impressive categorization results on text categorization tasks. In particular, we show that our unsupervised IDC procedure can outperform an SVM trained over a small sized training set.

These findings and the studies of Baker and McCallum \[5\] and of Slonim and Tishby \[4,6\] on supervised applications of the information bottleneck for

---

1. Specifically, the DC method obtained in some cases accuracy close to that obtained by a naive Bayes classifier trained over a small sized sample \[1\].
word clustering provided us with the motivation for extending the IDC method into a semi-supervised setting, and we propose a natural extension of IDC for transductive and semi-supervised learning. Our preliminary empirical results indicate that our transductive IDC can yield effective text categorization.

2 Problem Setup and Preliminaries

We consider a data set $X$ of elements, each of which is a $d$-dimensional vector over a set $F$ of features. In this paper we focus on the case where feature values are non-negative real numbers. For every element $x = (f_1, \ldots, f_d) \in X$ we consider the empirical conditional distribution \( p(f_i|x) \) of features given $x$, where \( p(f_i|x) = f_i / \sum_{i=1}^{d} f_i \). For instance, $X$ can be a set of documents, each of which is represented as a vector of word-features where $f_i$ is the frequency of the $i$th word (in some fixed word enumeration). Thus, we represent each element as a distribution over its features, and are interested in a partition of the data based on these feature conditional distributions. Given a predetermined number of clusters, a straightforward approach to cluster the data using the above “distributional representation” would be to choose some (dis)similarity measure for distributions (e.g. based on some $L_p$ norm or some statistical measure such as the KL-divergence) and employ some “plug-in” clustering algorithm based on this measure (e.g. agglomerative algorithms). Perhaps due to feature noise, this simplistic approach can result in mediocre results (see e.g. [1]).

2.1 The Information Bottleneck Method

Let $S$ and $T$ be two random variables. The information bottleneck (IB) method \cite{tishby1999information} aims to extract a compressed representation $\tilde{S}$ of $S$ with minimum compromise of information content with respect to the variable $T$. Let $I(S,T) = \sum_{s \in S, t \in T} p(s,t) \log \frac{p(s,t)}{p(s)p(t)}$, the mutual information between $S$ and $T$ \cite{cover2012elements}. The IB method attempts to compute $p(\tilde{s}|s)$, a “soft” assignment of a data point $s$ to clusters $\tilde{s}$, so as to minimize $I(S,\tilde{S}) - \beta I(\tilde{S},T)$, given the Markov condition $T \rightarrow S \rightarrow \tilde{S}$ (i.e., $T$ and $\tilde{S}$ are conditionally independent given $S$). Here, $\beta$ is a Lagrange multiplier that controls a constraint on $I(S,\tilde{S})$. As shown in \cite{tishby1999information}, this minimization yields a system of coupled equations for the clustering mapping $p(\tilde{s}|s)$ in terms of the cluster representations $p(t|\tilde{s})$ and the cluster weights $p(\tilde{s})$. The paper \cite{tishby1999information} also presents an algorithm similar to deterministic annealing \cite{tishby1994making} for recovering a solution for the coupled equations.

Slonim and Tishby \cite{slonim2001information} proposed a simplified IB approach for the computation of “hard” cluster assignments. Specifically, for any cardinality $m = |\tilde{S}|$ (i.e. $m$ is the desired number of clusters), the coupled equations in \cite{tishby1999information} induce, in the limit $\beta \rightarrow \infty$, the following coupled equations.

\[
p(\tilde{s}|s) = \begin{cases} 1, & \text{if } s \in \tilde{s} \\ 0, & \text{otherwise} \end{cases} \quad \forall s \in S
\]
\[
p(t|\tilde{s}) = \frac{1}{p(\tilde{s})} \sum_{s \in \tilde{s}} p(s, t) \quad \forall t \in T
\]

\[
p(\tilde{s}) = \sum_{s \in \tilde{s}} p(s)
\]

Using the above equations and the identity \( I(S, T) = \sum_{s \in S, t \in T} p(s) p(t|s) \log \frac{p(t|s)}{p(t)} \), a greedy agglomerative clustering algorithm was proposed in [4]. This algorithm initializes with a trivial clustering, where each data point \( s \) is a single cluster. Then, at each step, the algorithm merges the two clusters that minimize the loss of mutual information \( I(\tilde{S}, \tilde{T}) \). As shown in [4], the reduction in \( I(\tilde{S}, \tilde{T}) \) due to a merge of two clusters \( \tilde{s}_i \) and \( \tilde{s}_j \) is

\[
(p(\tilde{s}_i) + p(\tilde{s}_j)) \cdot D_{JS}[p(t|\tilde{s}_i), p(t|\tilde{s}_j)],
\]

where, for any two distributions \( p(x) \) and \( q(x) \), with priors \( \lambda_p \) and \( \lambda_q \), \( \lambda_p + \lambda_q = 1 \), \( D_{JS}[p(x), q(x)] \) is the Jensen-Shannon divergence (see [9,10]),

\[
D_{JS}[p(x), q(x)] = \lambda_p D_{KL}(p||\frac{p+q}{2}) + \lambda_q D_{KL}(q||\frac{p+q}{2}).
\]

Here, \( \frac{p+q}{2} \) denotes the distribution \( (p(x) + q(x))/2 \) and \( D_{KL}(\cdot||\cdot) \) is the Kullback-Leibler divergence [7]. The Jensen-Shannon divergence is non-negative, symmetric and bounded but does not satisfy the triangle inequality (and therefore is not a metric). Note that the priors used in the Jensen-Shannon divergence [11,12] for \( p(t|\tilde{s}_i) \) and \( p(t|\tilde{s}_j) \) are proportional to \( p(\tilde{s}_i) \) and \( p(\tilde{s}_j) \), respectively. For a detailed description of the (soft and hard) IB method the reader is referred to [3,4].

As all agglomerative clustering algorithms, the agglomerative IB clustering algorithm derived using the dissimilarity measure of Equation [11] is only locally optimal, since at each step it greedily merges the two most similar clusters. Another disadvantage of this algorithm is its time complexity, which can be accomplished in \( O(n^2) \) for a data set of \( n \) elements (see [11] for details).

The IB method can be viewed as a meta-clustering procedure that, given observations of the variables \( S \) and \( T \) (via empirical co-occurrence samples of \( p(s, t) \)), attempts to cluster \( s \)-elements represented as distributions over \( t \)-elements. Clearly, one can attempt to approximate IB clustering using any vectorial clustering algorithm that can be applied within the simplex containing the distributional representations of the \( s \)-elements.

### 2.2 Double Clustering (DC)

Employed with the IB clustering method we now return to our problem setup (see Section 2) and describe the double clustering (DC) method of [11]. Notice that in the IB clustering method the roles of the random variables \( S \) and \( T \) can be switched. In our problem setup, this means that we can cluster elements as distributions over features, but can also cluster features as distributions over
elements. For instance, we can cluster documents as distributions over words but also cluster words as distributions over documents.

DC is a two-stage procedure where during the first stage we cluster features represented as distributions over elements, thus generating feature clusters. During the second stage we cluster elements represented as distributions over the feature clusters (a more formal description follows). For instance, considering the document clustering domain, in the first stage we cluster words as distributions over documents to obtain word clusters. Then in the second stage we cluster documents as distributions over word clusters, to obtain document clusters.

Intuitively, the first stage in DC generates more coarse pseudo features (i.e. feature centroids), which can reduce noise and sparseness that might be exhibited in the original feature values. Then, in the second stage, elements are clustered as distributions over the “distilled” pseudo features, and therefore can generate more accurate element clusters. As reported in [1], this DC two-stage procedure outperforms various other clustering approaches as well as DC variants applied with other dissimilarity measures (such as the variational distance) different from the optimal JS-divergence of Equation (1). It is most striking that in some cases, the accuracy achieved by DC was close to that achieved by a supervised Naive Bayes classifier.

3 Iterative Double Clustering (IDC)

Our Iterative Double Clustering (IDC) is a novel extension of the DC algorithm, which performs multiple iterations of the original DC. It works by feeding the element clusters output of each DC iteration as input to the first stage of the following DC iteration. As we shall later see, IDC consistently improves (in a sense to be defined) over DC whenever the data is noisy.

Denote by $IB_N(T|S)$ the clustering result, into $N$ clusters, of the information bottleneck hard clustering procedure when the data is $S$ and the target variable is $T$ (see Section 2.1). For instance, if $T$ represents documents and $S$ represents words, the application of $IB_N$(documents|words) will cluster the words, represented as distributions over the documents, into $N$ clusters. Using the notation of our problem setup, with $X$ denoting the data, and $F$ denoting the features, suppose we are interested in clustering $X$ into $N_{\hat{X}}$ clusters. In Figure 1 we pro-
vide a pseudo-code of the IDC meta-clustering algorithm. Note that the DC procedure is simply an application of IDC with \( k = 1 \).

The code of Figure 1 requires to specify \( k \), the number of IDC iterations to run. It also requires as input both \( N_X \), the number of element clusters (e.g. the desired number of of document clusters), and \( N_F \), the number of feature clusters to use during each iteration. The question of how to choose these parameters requires study and some of the results we present in this paper provide partial answers. In general, a correct choice of \( N_X \) is a model selection problem and is beyond the scope of this paper. In the experiments reported in the paper we always assumed that we know the correct \( N_X \). A correct choice of \( N_F \) is also related to model selection, but we cannot avoid it. Fortunately, as we discuss later, the algorithm is not too sensitive to an overestimate of \( N_F \). We also studied the behavior of IDC as a function of the parameter \( k \) (number of iterations). Perhaps the first question to ask is whether or not IDC converges to a steady state (e.g. where two consecutive iterations generate identical partitions). Unfortunately, a theoretical understanding of this convergence issue is left open in this paper. Nevertheless, in all our experiments IDC converged. Our empirical experience with IDC is that convergence takes between a few iterations and a few dozens of iterations. We discovered that in most cases IDC achieved its best performance after 8-10 iterations. Unless otherwise is specified, in the experiments reported below we used a fixed \( k = 15 \).

The first DC iteration is the most computationally intensive. After this iteration the co-occurrence (joint) distribution maintained by IDC reduces in size from \(|X||F|\) to \(|\tilde{X}|F|\) where \(|X|\) is the sample size, and \(|\tilde{X}|\) is the number of clusters (which corresponds to the number of classes) and typically \(|\tilde{X}| \ll |X|\).

As noted earlier, the “hard” implementation of IB-clustering (and of DC) originally presented by [1] uses an agglomerative procedure as the basic clustering algorithm (see Section 2.1). The “soft” implementation of IB [3] applies a deterministic annealing clustering [8] as its underlying clustering procedure. As already discussed, the IB method can be viewed as a meta-clustering algorithm. Therefore, we can employ many vectorial clustering algorithms in the underlying IB procedure used by DC and IDC. We implemented IDC using several clustering algorithms including agglomerative clustering and deterministic annealing. Since both

---

**Input:**
- a sample \( x_1, \ldots, x_n \),
- a distance measure \( d(\cdot, \cdot) \),
- the desired number of clusters \( k \)

**Initialize:**
- \( c := 0 \) (current number of clusters)

for each point \( x_i \) in the sample do
- if \( c > 0 \) then
  - Let \( c_j \) be the \( d \)-closest centroid to \( x_i \)
  - Assign \( c_j \) to be the center of gravity of the cluster \( C_j \) together with \( x_i \)
- end if
- if \( c = k \) then
  - merge the two \( d \)-closest clusters
- end if
- create a new cluster containing \( x_i \)
end for

**Fig. 2.** Pseudo-code for Add-C
these algorithms are computationally intensive, we also implemented IDC using a fast algorithm called Add-C proposed by Guedalia et al. Add-C is an online greedy clustering algorithm with linear running time.

A pseudo-code of Add-C appears in Figure 2. In the code we left the choice of the distance measure open. In order to better approximate the original hard information bottleneck procedure we applied Add-C with the Jensen-Shannon divergence of Equation (1). For the exact details of this algorithm, the reader is referred to [11]. Our experience with information bottleneck clustering with both Add-C and the agglomerative algorithm indicates that the IDC implementation with Add-C yields inferior results to those produced by IDC with the agglomerative clustering routine. Specifically, when we apply the first iteration of IDC (= DC) using the agglomerative routine we usually get better results than a first iteration of IDC applied with the Add-C routine. Nevertheless, we gain a significant runtime speed-up since Add-C maintains a linear time complexity in the number of points. Moreover, as we later discuss, several iterations of IDC applied with Add-C are always superior to one iteration (DC) applied with agglomerative clustering (or Add-C). Due to its computational intensity we have not experimented much with a (multi-round) IDC applied with the agglomerative routine.

Following [11] we chose to evaluate the performance of IDC with respect to a labeled data set. Specifically, we count the number of classification errors made by IDC as obtained from labeled data.

In order to better understand the properties of IDC, we first examined it within a controlled setup of synthetically generated data points whose feature values were generated by \(d\)-dimensional Gaussian distributions (for \(d\) features) of the form \(N(\mu, \Sigma)\), where \(\Sigma = \sigma^2 I\), with \(\sigma\) constant. In order to simulate different sources, we assigned different \(\mu\) values (from a given constant range) to each combination of source and feature. Specifically, for data simulating \(m\) classes and \(|F|\) features, \(|F| \times m\) different distributions were selected.

Not surprisingly, when the range for selecting \(\mu\) values was large in proportion to \(\sigma\) (i.e. the sources were far apart), both DC and IDC performed well and gave results close to the Bayes error. Our next step was to introduce feature noise and see how IDC reacts. We used the following two noise models.

**Constant feature noise:** Distorts each of the features by adding random values sampled from \(N(0, \sigma^2)\), where \(\sigma\) is a constant “noise amplitude”. Resulting negative values are rounded to zero.

**Proportional feature noise:** Distorts each entry with value \(v\) by adding a random sample from \(N(0, (\alpha \cdot v)^2)\), where \(\alpha\) is the “noise amplitude”. Resulting negative values are again rounded to zero.

In figure 3(a), we plot the average accuracy of 10 runs of IDC. The solid line plots (average) accuracies achieved in the last (15th) round of IDC vs. proportional feature noise amplitude \((\alpha)\). The dashed line plots first rounds of IDC (equivalent to DC) vs. \(\sigma\). Each error bar specifies one standard deviation. As can be seen, at low level noise amplitudes IDC attains perfect accuracy. When the noise amplitude increases, both IDC and DC deteriorate but the multiple
rounds of IDC can better resist the extra noise. A similar effect is observed when applying constant feature noise.

After observing the large accuracy gain between DC and IDC at a specific interval of noise amplitude within the proportional feature noise setup, we set the noise amplitude to a value in that interval and examined the behavior of the IDC run in more detail. Figure 3(b) shows a trace of the accuracy obtained at each of the 20 iterations of an IDC run over noisy data. This learning curve shows a quick improvement in accuracy during the first few rounds, and then reaches a plateau.

4 Empirical Results for Text Categorization

Following [1] we used the 20 Newsgroups (NG20) [12] data set to evaluate IDC on real, labeled data. NG20 consists of 20,000 newsgroup articles from 20 different newsgroups, each group containing 1,000 documents. In this section we describe experiments with various subsets of NG20. We chose subsets with various degrees of difficulty. In the first set of experiments we used the following four newsgroups (denoted as NG4), two of which deal with sports subjects: ‘rec.sport.baseball’, ‘rec.sport.hockey’, ‘alt.atheism’ and ‘sci.med’. In these experiments we tested some basic properties of IDC. In all the experiments reported in this section we performed the following preprocessing: We lowered the case of all letters, filtered out low frequency words which appeared only 3 times in the entire set and filtered out numerical and non-alphabetical characters. We also stripped off newsgroup headers which contain the class labels.

In Figure 3(c) we display accuracy vs. number of feature clusters ($N_F$). The accuracy deteriorates when $N_F$ is too small and we see a slight negative trend when it increases. A possible interpretation is that when the number of clusters is too small, there are not enough clusters to represent the inherent structure (in our case, word clusters with contextually similar meanings) of the data. It may also suggest that when the number of clusters is too large, either not enough features are grouped together to form ‘semantic’ units, or not enough noise is filtered by the clustering procedure. We performed an additional experiment which tested the performance using very large numbers of feature clusters. Indeed, these results indicate that after a plateau in the range of 10-20 there is a minor negative trend in the accuracy level. Thus, with respect to this data set, the IDC algorithm is not too sensitive to an overestimation of the number $N_F$ of feature clusters.

Other experiments over the NG4 data set confirmed the results of [1] that the JS-divergence dissimilarity measure of Equation (1) outperforms other measures, such as the variational distance ($L_1$ norm), the KL-divergence, the square-Euclidean distance and the ‘cosine’ distance. Details of all these experiments will be presented in the full version of the paper.

In the next set of experiments we tested IDC’s performance on the same newsgroup subsets used in [1]. Table I(a) compares the accuracy achieved by DC to the the last (15th) round of IDC with respect to all data sets described.
Fig. 3. (a) Average accuracy over 10 trials for different amplitudes of proportional feature noise. Data set: A synthetically generated sample of 200 500-dimensional elements in 4 classes (max $\mu = 50$, $\sigma = 50$). (b) A trace of a single IDC run. The x-axis is the number of IDC iterations and the y-axis is accuracy achieved in each iteration. Data set: Synthetic sample of 500, 400-dimensional elements in 5 classes (max $\mu = 50$, $\sigma = 45$); Noise: Proportional feature noise with $\alpha = 1.0$; (c) Average accuracy (10 trials) for different numbers of feature clusters. Data set: NG4. (d) Average accuracy of (10 trials of) transductive categorization of 5 newsgroups. Sample size: 80 documents per class, X-axis is training set size. Upper curve shows trans. IDC-15 and lower curve is trans. IDC-1. (e) Average accuracy of (10 trials of) transductive categorization of 5 newsgroups. Sample size: constant training set size of 50 documents from each class. The x-axis counts the number of unlabeled samples to be categorized. Upper curve is trans. IDC-15 and lower curve is trans. IDC-1. Each error bar (in all graphs) specifies one std.
in [1]. Results of DC were taken from [1] where DC is implemented using the agglomerative routine.

Table 1(b) displays a preliminary comparison of IDC with the results of a Naive Bayes (NB) classifier (reported in [6]) and a support vector machine (SVM) classifier. In each of the 5 experiments the supervised classifiers were trained using 25 documents per class and tested on 475 documents per class. The input for the unsupervised IDC was 500 unlabeled documents per class. As can be seen, IDC outperforms in this setting both the naive Bayes learner and the SVM. It should be emphasized that all the IDC results in this section were achieved by an unsupervised algorithm.

Table 1. (a) Accuracy of DC vs. IDC on most of the data sets described in [1]. DC results are taken from [1]; (b) Accuracy of Naive Bayes (NB) and SVM classifiers vs. IDC on some of the data sets described in [6]. The IDC-15 column shows final accuracy achieved at iteration 15 of IDC; the IDC-1 column shows first iteration accuracy. The NB results are taken from [6]. The SVM results were produced using the LibSVM package [13] with its default parameters. In all cases the SVM was trained and tested using the same training/test set sizes as described in [6] (25 documents per newsgroup for training and 475 for testing; the number of unlabeled documents fed to IDC was 500 per newsgroup). The number of newsgroups in each hyper-category is specified in parenthesis (e.g. COMP contains 5 newsgroups).

<table>
<thead>
<tr>
<th>Newsgroup</th>
<th>DC</th>
<th>IDC-15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binary1</td>
<td>0.70</td>
<td>0.85</td>
</tr>
<tr>
<td>Binary2</td>
<td>0.68</td>
<td>0.83</td>
</tr>
<tr>
<td>Binary3</td>
<td>0.75</td>
<td>0.80</td>
</tr>
<tr>
<td>Multi51</td>
<td>0.59</td>
<td>0.86</td>
</tr>
<tr>
<td>Multi52</td>
<td>0.58</td>
<td>0.88</td>
</tr>
<tr>
<td>Multi53</td>
<td>0.53</td>
<td>0.86</td>
</tr>
<tr>
<td>Multi101</td>
<td>0.35</td>
<td>0.56</td>
</tr>
<tr>
<td>Multi102</td>
<td>0.35</td>
<td>0.49</td>
</tr>
<tr>
<td>Multi103</td>
<td>0.35</td>
<td>0.55</td>
</tr>
<tr>
<td>Average</td>
<td>0.54</td>
<td>0.74</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data Set</th>
<th>NB</th>
<th>SVM</th>
<th>IDC-15</th>
<th>IDC-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>COMP (5)</td>
<td>0.50</td>
<td>0.51</td>
<td>0.50</td>
<td>0.34</td>
</tr>
<tr>
<td>SCIENCE (4)</td>
<td>0.73</td>
<td>0.68</td>
<td>0.79</td>
<td>0.44</td>
</tr>
<tr>
<td>POLITICS (3)</td>
<td>0.67</td>
<td>0.76</td>
<td>0.78</td>
<td>0.42</td>
</tr>
<tr>
<td>RELIGION (3)</td>
<td>0.55</td>
<td>0.78</td>
<td>0.60</td>
<td>0.38</td>
</tr>
<tr>
<td>SPORT (2)</td>
<td>0.75</td>
<td>0.78</td>
<td>0.89</td>
<td>0.76</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>0.64</strong></td>
<td><strong>0.70</strong></td>
<td><strong>0.71</strong></td>
<td><strong>0.47</strong></td>
</tr>
</tbody>
</table>

5 Learning from Labeled and Unlabeled Examples

The impressive performance of IDC in unsupervised classification of data raises the question of whether the IDC procedure can serve for (semi) supervised learning or transductive learning. In this section, we present a natural extension of
IDC for transductive and semi-supervised learning that can utilize both labeled and unlabeled data. In transductive learning, the testing is done on the unlabeled examples in the training data, while in semi-supervised learning it is done on previously unseen data.

For motivating the transductive IDC, consider a data set $X$ that has emerged from a statistical mixture which includes several sources (classes). Let $C$ be a random variable indicating the class of a random point. During the first iteration of a standard IDC we cluster the features $F$ so as to preserve $I(F,X)$. Typically, $X$ contains predictive information about the classes $C$. In cases where $I(X,C)$ is sufficiently large, we expect that the feature clusters $\tilde{F}$ will preserve some information about $C$ as well. Having available some labeled data points, we may attempt to generate feature clusters $\tilde{F}$ which preserve more information about class labels.

This leads to the following straightforward idea. During the first IB-stage of the IDC first iteration, we cluster the features $F$ as distributions over class labels (given by the labeled data). This phase results in feature clusters $\tilde{F}$. Then we continue as usual; that is, in the second IB-phase of the first IDC iteration we cluster $X$, represented as distributions over $\tilde{F}$. Subsequent IDC iterations use all the unlabeled data.

In Figure 3(d) we show the accuracy obtained by DC and IDC in categorizing 5 newsgroups as a function of the training (labeled) set size. For instance, we see that when the algorithm has 10 documents available from each class it can categorize the entire unlabeled set, containing 90 unlabeled documents in each of the classes, with accuracy of about 80%. The benchmark accuracy of IDC with no labeled examples obtained about 73%.

In Figure 3(e) we see the accuracy obtained by DC and transductive IDC trained with a constant set of 50 labeled documents, on different unlabeled (test) sample sizes. The graph shows that the accuracy of DC significantly degrades, while IDC manages to sustain an almost constant high accuracy.

6 Concluding Remarks

Our contribution is threefold. First, we present a natural extension of the successful double clustering algorithm of [11]. Empirical evidence indicates that our new iterative DC algorithm has distinct advantages over DC, especially in noisy settings. Second, we applied the unsupervised IDC on text categorization problems which are typically dealt with by supervised learning algorithms. Our results indicate that it is possible to achieve performance competitive to supervised classifiers that were trained over small samples. Finally, we present a natural extension of IDC that allows for transductive learning. Our preliminary empirical evaluation of this scheme over text categorization is very promising.

A number of interesting questions are left for future research. First, it would be of interest to gain better theoretical understanding of several issues: the generalization properties of DC and IDC, the convergence of IDC to a steady state and precise conditions on attribute noise settings within which IDC is advanta-
geous. Second, it would be important to test the empirical performance of IDC with respect to different problem domains. Finally, we believe it would be of great interest to better understand and characterize the performance of transductive IDC in settings having both labeled and unlabeled data.
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Abstract. Branching programs are a generalization of decision trees. From the viewpoint of boosting theory the former appear to be exponentially more efficient. However, earlier experience demonstrates that such results do not necessarily translate to practical success. In this paper we develop a practical version of Mansour and McAllester's [13] algorithm for branching program boosting. We test the algorithm empirically with real-world and synthetic data. Branching programs attain the same prediction accuracy level as C4.5. Contrary to the implications of the boosting analysis, they are not significantly smaller than the corresponding decision trees. This further corroborates the earlier observations on the way in which boosting analyses bear practical significance.

1 Introduction

The weak learning model or boosting theory [16,6] has been able to offer an analytical explanation for the practical success of top-down induction of decision trees (subsequently DTs for short) [9,12]. Earlier attempts to explain the success of DT learning in theoretical models have not been successful. Even though the weak learning framework may better suit analyzing and designing practical learning algorithms than the PAC model and its variants, one must exercise care in drawing conclusions about the practical implications of boosting analyses [4]. In this paper we provide further evidence to support meticulous consideration.

A branching program (BP) is an abstract model of computation that takes the form of a directed acyclic graph (DAG). BPs have been well-studied in theoretical computer science. In this paper we view them as classifiers. In empirical machine learning a similar representation formalism — decision graphs — has been studied to some extent [14,10,11]. BPs are a strict generalization of DTs. Thus, their learning in computational learning frameworks is hard [311].

Mansour and McAllester [13] devised a boosting algorithm for BPs. The main advantage obtained by using BPs rather than DTs is that their training error is guaranteed to decline exponentially in the square root of the size of the program. When DT learning algorithms are viewed as boosting algorithms, the training error declination is only polynomial in the size of the tree [9,12]. The learning algorithm for BPs is basically very similar to the algorithms used in top-down induction of DTs [3,15]. It greedily searches for good splits of the nodes in the last level of the evolving program. The central difference between a BP and a
DT is that in the former branches may grow together, while in the latter two separate branches never unite.

In this paper we experiment with a practical learning algorithm based on the results of Mansour and McAllester [13]. We clarify the algorithm and test it with data sets from the UCI Repository [2] and some synthetic data. In the experiments BPs attain the same overall prediction accuracy level as unpruned DTs. Domain specific differences, though, are observed; in particular, on some synthetic domains the differences are clear. BPs appear to be slightly smaller than unpruned DTs, but there is no clear difference.

In Section 2 we recapitulate weak learning and boosting, introducing at the same time the framework used subsequently. We also review Kearns and Mansour’s [9] analysis of DT learning as a boosting algorithm. Section 3 presents the boosting algorithm for BPs and the motivation behind its details. We also briefly touch the related work of learning decision graphs. In Section 4 empirical experiments with the BP algorithm are reported. The results are contrasted with those obtained by C4.5. Lessons learned from the experimentation are reflected upon in Section 5. Finally, we present the concluding remarks of this paper.

2 Weak Learning, Boosting, and Decision Tree Induction

Let $f$ be a boolean target function over an input space $X$. A set $\mathcal{H}$ of base classifiers or predicates on $X$ fulfills the $\beta$-weak learning hypothesis (with respect to $f$), where $\beta \in (0, 1/2]$, if it contains, for any distribution $D$ on $X$, a classifier $h \in \mathcal{H}$ such that

$$\Pr_D\{ h(x) \neq f(x) \} \leq \frac{1}{2} - \beta.$$ 

In other words, the weak learning hypothesis guarantees the existence of a predicate with a predictive advantage of at least $\beta$ on $f$ over random guessing.

Boosting algorithms exploit the weak learning hypothesis by combining many different predicates from $\mathcal{H}$ on different filtered distributions of the original sample. Thus, they amplify the small predictive advantages over random guessing iteratively to obtain a combined function, whose training error is less than any desired error threshold [16]. A natural type of boosting algorithm is a voting algorithm, which uses some number of iterations to assemble a collection of weak classifiers — e.g., decision stumps — and at the end uses weighted voting to determine the classification of future instances. For example, AdaBoost [8] is such an algorithm.

By interpreting the node predicates as weak classifiers, one can apply the boosting framework also to DT learning. In top-down induction of DTs predicates are assigned to the leaves of the evolving tree. Usually the predicates test the value of a single attribute. They filter subsets of the original sample forward in the tree. A splitting criterion is used to rank candidate predicates. It favors predicates that reduce the impurity of the class distribution in the subsets that result from splitting the data. Since the filtered distributions gradually lose impurity, they usually become easier as we go down in the tree. The final
predictor is combined from the node predicates. Thus, viewing node predicate selection as a form of weak learning enables to explain the learning behavior of such successful DT learners as CART [3] and C4.5 [15].

Under the weak learning hypothesis, choosing a suitable predicate class and using an appropriate splitting criterion, the training error of the DT is driven down polynomially in its size [9]. This bound, which is close to optimal for any DT learning algorithm, is exponentially worse than that of AdaBoost [8]. However, empirically the error reduction with respect to the classifier size in AdaBoost is not essentially any better than that in C4.5 [17].

Let $T$ be a binary DT constructed on the basis of sample $S$. We denote the set of leaves of $T$ by $L(T)$. Throughout this paper we assume that leaves are labeled by the majority class of the examples reaching them. For a node $v \in T$ let $S_v \subset S$ be the set of examples reaching it. By $S_v^1 \subset S_v$ we denote the set of positive training examples reaching node $v$. The fraction of the sample reaching node $v$ is denoted by $\hat{p}_v = |S_v|/|S|$ and the proportion of positive examples from those that reach $v$ is denoted by $\hat{q}_v = |S_v^1|/|S_v|$.

A splitting criterion is a mapping $F : [0,1] \to [0,1]$. It assigns an impurity value to an observed class frequency distribution. Pure distributions, where $\hat{q} \in \{0,1\}$, have no impurity; i.e., for them $F(\hat{q}) = 0$. The most mixed distribution is the one in which $\hat{q} = 1/2$ and it has the maximal impurity, $F(1/2) = 1$. In addition to these properties, Kearns and Mansour [9] required a permissible splitting criterion $F$ to be symmetric about 1/2, $F(\hat{x}) = F(1-\hat{x})$ for any $\hat{x} \in [0,1]$, and to be concave. Commonly-used impurity functions fulfilling these properties include the binary entropy of C4.5 [15] and the Gini function of the CART algorithm [3]. Also the criterion that is used in the BP learning algorithm, $G(\hat{q}) = 2\sqrt{\hat{q}(1-\hat{q})}$ [9], is permissible.

Let the index of the tree $T$ be

$$F(T) = \sum_{\ell \in L(T)} \hat{p}_\ell F(\hat{q}_\ell).$$

For any $h \in \mathcal{H}$ let $T_h$ be the DT consisting of a single internal node labeled with $h$ and two leaves corresponding to its values 0 and 1. Let $F(T_h, S)$ denote the index of $T_h$ as measured with respect to $S$. Then, the change in the index, when node $v$ is split using predicate $h$, is $\Delta(S_v, h) = F(\hat{q}_v) - F(T_h, S_v)$. Selecting a split to replace a node entails choosing the attribute that gives the most decrease to the value of the splitting criterion. Evaluation of attributes, on its part, entails determining the best binary partition for the domain of the attribute.

The empirical error of decision tree $T$ is the weighted sum of the error of its leaves

$$\hat{e}(T) = \sum_{\ell \in L(T)} \hat{p}_\ell \min\{ \hat{q}_\ell, 1 - \hat{q}_\ell \}.$$ 

It is bounded by the index $F(T)$, because $F(\hat{q}_\ell) \geq \min\{ \hat{q}_\ell, 1 - \hat{q}_\ell \}$ by the properties required from a permissible splitting criterion.

Kearns and Mansour [9] showed that when the splitting criterion $G(\hat{q}) = 2\sqrt{\hat{q}(1-\hat{q})}$ is used in connection with DT learning, then assuming the $\beta$-weak
Fig. 1. Minimal BP and DT for computing the exclusive-or of three bits, $x_1 \oplus x_2 \oplus x_3$. Arcs with a black arrow head correspond to value 1 and those with a white head correspond to value 0.

The best known bound for $\gamma$ with respect to $\beta$ is obtained by using the splitting criterion $G$.

3 Branching Program Boosting

The polynomial reduction of a DT’s error is inefficient from the analytical point of view [4]. Mansour and McAllester [12] showed that using the more compact DAG representation of BPs one can exploit the $\gamma$-weak index reduction hypothesis more efficiently than when DTs are used.

We are concerned with leveled BPs in the following. Let $P_d$ be such a BP of depth $d$. The nodes of $P_d$ form a two-dimensional lattice. There are $d + 1$ levels $L_0, L_1, \ldots, L_d$ and each $L_j$ has its individual width. All the arcs from the nodes of $L_j$ go to the nodes of $L_{j+1}$. The first level consists of the root of the program and the nodes at level $d$ are leaves. Leaves may already appear at earlier levels.

Internal nodes of a BP contain a predicate. Leaves are labeled by one of the two classes. Each instance $x$ has a unique path from the root of the program to one of its leaves: At an internal node containing the predicate $h$ decide for $x$ whether $h(x) = 0$ or $h(x) = 1$ and follow the corresponding arc to the next level. Finally, after at most $d$ internal nodes a leaf is reached. The label of the leaf determines the class prediction for $x$. Fig. 1 gives an example of a BP and a DT recognizing the same function.
3.1 The BP Learning Algorithm

Let us start by sketching the main points of the learning algorithm. We fill in the missing details and describe the analytical background subsequently.

The analysis of Mansour and McAllester [13] is based on a constant $\gamma$ over all levels. No such constant is available in practice. In the following algorithm, instead, each level $j$ has its own $\gamma_j$. Together with the current index, its value determines the width $w_j$ of a grid of potential nodes. From those the ones that get connected to nodes of the previous level, will make up $L_j$. Potential nodes help to merge leaves of $P_j$ whose class distribution is close enough to each other. We discuss the intuition behind potential nodes in more detail in the next subsection.

**Algorithm LearnBP($S$)**

**Initialize:** Let $L_0$ consist of the root node of the BP. Associate the whole sample $S$ with the root. Let $P_0$ be this single node program.

**Main Loop:** For $j$ in $\{0, \ldots, d-1\}$ define $L_{j+1}$ as follows.

1. Let $\text{leaves}_j$ consist of the pure nodes of $L_j$ and set $L'_j = L_j \setminus \text{leaves}_j$. If $L'_j$ is empty, then terminate.

2. **Predicate Selection:** For each $v \in L'_j$ choose the predicate $h_v$ that most reduces the value of the splitting criterion $F$. In other words, for each $v \in L'_j$ check all attributes and determine their optimal binary splits with respect to $S_v$ using $F$. Choose the best attribute and its optimal binary split to $v$. Technically, we choose $v$ as the predicate $h$ that maximizes $\Delta(S_v, h) = F(\bar{q}_v) - F(h, S_v)$.

3. **Program Expansion:** Let $P'_{j+1}$ be the BP obtained from $P_j$ by splitting the leaves in $L'_j$. Determine the average reduction of index, $\gamma_{j+1} > 0$, obtained by $P'_{j+1}$. That is,

$$\gamma_{j+1} = \frac{F(P_j) - F(P'_{j+1})}{F(P_j)}. \tag{1}$$

4. **Potential Node Grid Choosing:** Using $\gamma_{j+1}$ and $F(P_j)$ determine the width $w_{j+1}$ (the number of subintervals) of a one-dimensional grid of potential nodes each corresponding to an interval in $[0, 1]$. Determine the widths of the intervals.

5. **Leaf Merging:** Associate each leaf $v$ of $P'_{j+1}$ with the potential node that corresponds to the subinterval of $[0, 1]$ that contains the proportion, $\bar{q}_v$, of positive examples within $v$.

6. Those potential nodes that have at least one incoming arc make up $L_{j+1}$. Other potential nodes are discarded. The resulting program is $P_{j+1}$.

The parts that are not fully elaborated in the above algorithm are steps 3–6. They also comprise the theoretically most demanding points in this algorithm. The next subsection will review the analytical motivation behind these steps.

3.2 Analytical Background

A key difficulty in learning BPs is to have a sufficiently finely spaced grid so that when subsets from two or more nodes get merged, the loss in index reduction is
not too large. On the other hand, in order to restrict the growth of the hypothesis size, one must limit the number of potential nodes in the grid. Next, we go through those parts of the analysis of Mansour and McAllester that motivate the choice of the grid of potential nodes used in LearnBP.

Consider, first, growing a leveled BP, where the nodes never get merged. This leveled DT growing yields the same polynomial error declination with respect to the tree size as other DT learning algorithms. Hence, to improve the error reduction with respect to the classifier size, nodes must be merged in the BP.

In the following we consider what happens to the index of a program, when \( P_j \) is expanded to \( P_{j+1} \) using the two-phase process, where all nodes \( v \in L_j' \) are first split in two to produce \( P_{j+1}' \). By Eq. 1, the index of the expanded program is \((1 - \gamma_j)F(P_j)\). After expansion the grid of potential nodes is chosen. It helps to merge together leaves of \( P_{j+1}' \) to produce the final nodes of \( P_{j+1} \).

The potential nodes \( n_1, \ldots, n_{w_{j+1}} \) correspond to a division of \([0, 1]\) into consecutive intervals \( I_i = [u_{i-1}, u_i) \), where \( 0 = u_0 < u_1 < \cdots < u_{w_{j+1}} = 1 \). Let \( N_i \) denote those leaves \( v \) of \( P_{j+1}' \) for which \( \hat{q}_v \in I_i \). The nodes belonging to \( N_i \) are merged together to potential node \( n_i \). If \( N_i = \emptyset \), the node \( n_i \) is discarded.

Let us see how the index of the BP changes due to merging of nodes. Before any such operations

\[
F(P_{j+1}) = \sum_{i=1}^{w_{j+1}} \hat{p}_i F(\hat{q}_i),
\]

where \( \hat{p}_i = \sum_{v \in N_i} \hat{p}_v \) and \( F_i = \sum_{v \in N_i}(\hat{p}_v/\hat{p}_i)F(\hat{q}_v) \). After the merging, node \( n_i \) receives all the examples that arrived in \( P_{j+1}' \) to the leaves belonging to \( N_i \). Hence, \( \hat{p}_i \) is the proportion of examples received by \( n_i \) out of all examples. Let \( \hat{q}_i \) denote, as usual, the fraction of positive examples out of those reaching \( n_i \). Then, the index after the mergings is

\[
F(P_{j+1}) = \sum_{i=1}^{w_{j+1}} \hat{p}_i F(\hat{q}_i).
\]

The change in the index of the BP can, thus, be expressed as

\[
F(P_{j+1}) - F(P_{j+1}') = \sum_{i=1}^{w_{j+1}} \hat{p}_i (F(\hat{q}_i) - F_i).
\]

Now, \( \inf_{x \in I_i} F(x) \leq F_i \leq F(\hat{q}_i) \leq \sup_{x \in I_i} F(x) \), because \( \hat{q}_i \in I_i \) and \( F \) is concave (see Fig. 24). Thus, the index increases, but the increase is small provided that \( F \) maps the points of each interval \( I_i \) close to each other.

In order not to lose the whole index reduction obtained by \( P_{j+1}' \), the increase of index due to mergings has to be small with respect to \( \gamma_{j+1} \) and \( F(P_j) \). This can be obtained by setting \( u_m = 1/2 \), where \( m = w_{j+1}/2 \), and \( u_{m \pm k} = F_{\pm}^{-1}(1/(1 + \gamma_{j+1}/3)^k) \), for \( 0 < k < m \). Above, \( F_- \) is \( F \) restricted to \([0, 1/2]\) and \( F_+ \) to \([1/2, 1]\). Now, \( \sup_{x \in I_i} F(x) = (1 + \gamma_{j+1}/3) \inf_{x \in I_i} F(x) \), whenever \( 1 < i < w_{j+1} \).
Fig. 2. Leaves with a fraction of positive examples in the interval $I_i = [u_{i-1}, u_i)$ make up $N_i$ and are gathered to the potential node $n_i$. Combined these leaves have index $\hat{p}_i F_i$ and proportion $\hat{q}_i$ of positive examples within them. The point $(\hat{q}_i, F_i)$ is a convex combination of points $(\hat{q}_v, F(\hat{q}_v))$, $v \in N_i$ and, thus, falls within the region bounded by $F(x)$ in between end points $u_{i-1}$ and $u_i$ and the line connecting these end points. The index value assigned to $n_i$, $\hat{p}_i F(\hat{q}_i)$, is higher than $\hat{p}_i F_i$.

To keep the width of the grid under control $n_1$ and $n_{w_{j+1}}$ are handled as special cases. By setting

$$w_{j+1} = 2 + 2 \left[ \frac{\ln(6/(\gamma_{j+1} F(P_j)))}{\ln(1 + \gamma_{j+1}/3)} \right],$$

it holds that $1/(1 + \gamma_{j+1}/3)^{w_{j+1}/2} \leq (\gamma_{j+1}/6) F(P_j)$. Hence, the first and the last potential node represent (a subset of) those leaves $v \in L(P_{j+1}')$ for which $F(\hat{q}_v) \leq (\gamma_{j+1}/6) F(P_j)$. When the grid is chosen as presented above, then

$$F(P_{j+1}) - F(P_{j+1}') \leq \frac{\gamma_{j+1}}{3} \sum_{i=2}^{w_{j+1}-1} \hat{p}_i \inf_{x \in I_i} F(x) + (\hat{p}_1 + \hat{p}_{w_{j+1}} \frac{\gamma_{j+1}}{6} \hat{F}(P_j))$$

$$\leq \left( \frac{\gamma_{j+1}}{3} + \frac{\gamma_{j+1}}{6} \right) F(P_j).$$

On the other hand, by Eq. 1 $F(P_{j+1}') = (1 - \gamma_{j+1}) F(P_j)$. Thus, $F(P_{j+1}) \leq (1 - \gamma_{j+1}/2) F(P_j)$. In other words, at least half of the index reduction obtained by $P_{j+1}$ is retained also after merging nodes together.

It remains to show that $|P_j|$ grows slowly enough. Let us first assume that $\gamma_j$ equals a fixed $\gamma > 0$ and that $F(P_{j+1}) = (1 - \gamma/2) F(P_j)$ for each $j$. This is the least index reduction conforming to the above analysis. Now, the index of $P_j$ is at most $(1 - \gamma/2)^j$. The increase in width, $w_{j+1} - w_j$, depends only on $\gamma$, not on $j$. Therefore, $|P_j|$ grows only quadratically in $j$. Together these observations imply that in this case the error reduction of a BP is exponential in the square root of its size. When it is also allowed that $F(P_{j+1}) < (1 - \gamma/2) F(P_j)$ — the analysis becomes more complicated, because $w_{j+1} - w_j$ may now vary. Mansour
and McAllester [13], nevertheless, show that the same error declination holds in general for a fixed $\gamma$. This analysis can be extended to show that for a program $P$ produced by LearnBP, with $\gamma$ being a uniform lower bound for $\gamma_j$, it holds that

$$\hat{\epsilon}(P) \leq F(P) \leq e^{-\Omega(\sqrt{|P|})}.$$ 

### 3.3 Related Work: Decision Graph Induction

Even though a DAG is an obvious generalization of a tree, learning decision graphs (DGs) is just an isolated strand in empirical machine learning. The DG induction algorithms were developed to solve, in particular, the subtree replication and data fragmentation problems, which are inherent to top-down induction of DTs. DGs resemble BPs, but are not exactly alike.

Oliver’s [14] iterative hill-climbing algorithm uses a Minimum Message Length (MML) criterion to determine whether to split a leaf or to join a pair of leaves in the evolving DG. In experiments the algorithm attained the same accuracy level as MML-based DT learners and C4.5. DGs were observed to give particularly good results in learning disjunctive concepts.

Kohavi [10], originally, proposed constructing DGs in a bottom-up manner. Despite some empirical success, the algorithm was not able to cope with numerical attributes and lacked methods for dealing with irrelevant attributes. Subsequently Kohavi and Li [11] presented a method that post-processes a DT top-down into a DG. Special requirements were put to the initial DT; it was required to be *oblivious*, that is, test the same variable at each node in the same level of the tree. This approach was proposed as an alternative to the bottom-up pruning of DTs. The reported experiments exhibit classification accuracies comparable to those of C4.5, but with smaller classifier sizes.

Despite these few approaches, learning DAG-formed classifiers has not yet been thoroughly studied. Neither has sufficient analysis been presented for them.

### 4 Empirical Evaluation

We now test LearnBP in practice. As splitting criterion we use Kearns and Mansour’s [9] function $G$. The analysis above only covers two class problems. Also, the algorithm LearnBP can only handle predicates. Therefore, we restrict our attention to domains with two classes. For nominal variables with more than two values, we search their optimal binary grouping with respect to $G$ and use it. Numerical value ranges are binarized.

The classifier sizes are compared to see whether the BPs with zero empirical error are smaller than the corresponding DTs like they should be by the analysis (assuming the index reduction hypothesis). In order to evaluate the practical applicability of BPs, we compare the prediction accuracies of BPs and DTs.

It suffices to test LearnBP against C4.5, because the relation of C4.5 and AdaBoost is known [17]. In order to make the comparison fair to BPs, we contrast them against unpruned DTs built by C4.5. Moreover, we force C4.5 to
drive the empirical error to zero, if possible, like LearnBP does. In order to make the comparison fair to DTs, we avoid repetitive counting of leaves, and measure classifier sizes by the number of internal nodes.

As test domains we use well-known binary data sets from the UCI Repository and some synthetic domains. From the UCI Repository also relatively large domains were included. (Adult has approx. 32,500 and Connect some 67,500 examples; the latter was changed into a binary problem by uniting classes draw and lost). Some data sets were manipulated to rid the effects of missing attribute values. The synthetic data sets used are the majority function on 10 and 50 bits (denoted by Maj10 and Maj50, respectively), the multiplexor function with 3 address bits (Mplx3) and the exclusive-or function on 6 and 8 bits (Xor6 and Xor8). For all synthetic data sets two different-sized random samples were generated. Our test strategy is 10-fold cross-validation repeated 10 times.

Table 1 gives the average prediction accuracies and sizes for BPs and DTs. It also records whether the observed differences are statistically significant as measured by the two-tailed Student’s t-test at significance level 0.01 (99%).

4.1 Results on the UCI Data

On “real-world” data sets the accuracies of the learning algorithms are close to each other. In seven out of the total fifteen UCI domains statistically significant differences in the prediction accuracies are observed. On five of these cases the differences are in favor of LearnBP and on two cases of the unpruned DTs of C4.5. On some domains BPs may benefit from the fact that due to subset mergings the split decisions are often based on a larger population of training examples than the corresponding decisions in DTs. The obtained accuracy levels are lower than when using pruning, but not dramatically.

In hypothesis sizes the fact that pruning is disabled is, of course, observed. Some of the classifier average sizes are very large. On ten domains BPs are smaller than unpruned DTs and in the remaining five UCI domains unpruned DTs are smaller than the corresponding BPs. The algorithm that produces smaller hypotheses tends to have the better prediction accuracy. There are only three exceptions to this rule.

4.2 Results on Synthetic Data

On synthetic data, BPs are systematically more accurate on the majority problems. In addition to those there is only one further significant difference (in favor of C4.5). The results on the majority domains can be explained by the utility of merging leaves in the evolving program. Consider two leaves that are merged. Their fractions of positive examples have to be close to each other. Thus, even though different bits were tested en route to the leaves, the subsets associated

---

1 It is not possible to set the parameters of Release 8 of C4.5 to produce perfect unpruned trees. Therefore, in this comparison we use Release 5.
Table 1. Average classification accuracies and classifier sizes (with standard deviations) for LearnBP and C4.5 on the test domains. Statistically significant differences between the two learning algorithms are indicated by a double asterisk.

<table>
<thead>
<tr>
<th>Data set</th>
<th>LearnBP</th>
<th>C4.5</th>
<th>BP Size</th>
<th>DT Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adult</td>
<td>81.6 ±0.2\textsuperscript{−}</td>
<td>81.3 ±0.1</td>
<td>3,959.6 ±50.0\textsuperscript{−}</td>
<td>4,870.1 ±13.5</td>
</tr>
<tr>
<td>Breast W</td>
<td>94.6 ±0.6</td>
<td>93.9 ±0.6</td>
<td>26.0 ±0.5\textsuperscript{−}</td>
<td>29.6 ±1.1</td>
</tr>
<tr>
<td>Chess</td>
<td>99.5 ±0.1</td>
<td>99.7 ±0.1\textsuperscript{−}</td>
<td>46.1 ±0.9\textsuperscript{−}</td>
<td>44.3 ±0.3</td>
</tr>
<tr>
<td>Connect</td>
<td>82.5 ±0.1</td>
<td>84.3 ±0.1\textsuperscript{−}</td>
<td>11,012.0 ±30.7</td>
<td>9,058.0 ±9.8</td>
</tr>
<tr>
<td>Diabetes</td>
<td>70.3 ±1.5</td>
<td>69.4 ±1.0</td>
<td>119.9 ±2.1\textsuperscript{−}</td>
<td>131.8 ±1.7</td>
</tr>
<tr>
<td>Euthyroid</td>
<td>91.0 ±0.5\textsuperscript{−}</td>
<td>90.1 ±0.5</td>
<td>135.6 ±0.7\textsuperscript{−}</td>
<td>161.4 ±2.3</td>
</tr>
<tr>
<td>German</td>
<td>69.4 ±0.7\textsuperscript{−}</td>
<td>67.6 ±0.6</td>
<td>157.7 ±2.0\textsuperscript{−}</td>
<td>167.1 ±1.6</td>
</tr>
<tr>
<td>Glass2</td>
<td>79.9 ±1.6</td>
<td>80.8 ±1.7</td>
<td>18.4 ±0.3</td>
<td>14.8 ±0.6</td>
</tr>
<tr>
<td>Heart H</td>
<td>72.7 ±2.3</td>
<td>72.8 ±1.2</td>
<td>43.9 ±0.9\textsuperscript{−}</td>
<td>52.6 ±0.8</td>
</tr>
<tr>
<td>Hepatitis</td>
<td>75.7 ±2.0</td>
<td>78.0 ±1.9</td>
<td>13.6 ±0.3\textsuperscript{−}</td>
<td>15.0 ±0.5</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>88.4 ±1.1</td>
<td>89.8 ±1.3</td>
<td>18.0 ±0.3</td>
<td>15.4 ±0.8</td>
</tr>
<tr>
<td>Liver</td>
<td>65.4 ±1.8</td>
<td>63.4 ±1.5</td>
<td>70.7 ±1.7\textsuperscript{−}</td>
<td>77.6 ±1.4</td>
</tr>
<tr>
<td>Sonar</td>
<td>77.6 ±1.6\textsuperscript{−}</td>
<td>74.5 ±1.5</td>
<td>15.5 ±0.3\textsuperscript{−}</td>
<td>16.5 ±0.5</td>
</tr>
<tr>
<td>Tic-tac-toe</td>
<td>93.7 ±0.9\textsuperscript{−}</td>
<td>86.8 ±1.0</td>
<td>81.6 ±2.9\textsuperscript{−}</td>
<td>107.5 ±2.1</td>
</tr>
<tr>
<td>Voting</td>
<td>86.6 ±0.7</td>
<td>86.2 ±0.6</td>
<td>41.0 ±1.2</td>
<td>35.7 ±0.3\textsuperscript{−}</td>
</tr>
<tr>
<td>Maj10</td>
<td>82.3 ±2.5\textsuperscript{−}</td>
<td>78.7 ±2.5</td>
<td>40.2 ±1.2</td>
<td>42.8 ±0.8</td>
</tr>
<tr>
<td>Maj50</td>
<td>87.0 ±1.9</td>
<td>84.8 ±1.5</td>
<td>67.2 ±1.9\textsuperscript{−}</td>
<td>74.6 ±1.4</td>
</tr>
<tr>
<td>Maj50</td>
<td>1000</td>
<td>66.2 ±1.1\textsuperscript{−}</td>
<td>61.4 ±1.2</td>
<td>159.7 ±1.7\textsuperscript{−}</td>
</tr>
<tr>
<td>Maj50</td>
<td>2000</td>
<td>70.2 ±1.3\textsuperscript{−}</td>
<td>63.8 ±0.9</td>
<td>296.3 ±2.1\textsuperscript{−}</td>
</tr>
<tr>
<td>Mplx3</td>
<td>400</td>
<td>82.8 ±1.8</td>
<td>84.4 ±1.3</td>
<td>101.2 ±3.6</td>
</tr>
<tr>
<td>Xor6</td>
<td>800</td>
<td>95.2 ±1.0</td>
<td>94.6 ±0.7</td>
<td>109.2 ±5.4</td>
</tr>
<tr>
<td>Xor6</td>
<td>300</td>
<td>98.1 ±0.8</td>
<td>98.4 ±0.7</td>
<td>71.5 ±2.1</td>
</tr>
<tr>
<td>Xor8</td>
<td>600</td>
<td>99.0 ±0.8</td>
<td>100.0 ±0.1\textsuperscript{−}</td>
<td>75.6 ±2.8</td>
</tr>
<tr>
<td>Xor8</td>
<td>500</td>
<td>81.2 ±2.2</td>
<td>81.6 ±0.8</td>
<td>257.7 ±5.5</td>
</tr>
<tr>
<td>Xor8</td>
<td>1000</td>
<td>96.6 ±0.6</td>
<td>96.7 ±0.7</td>
<td>321.5 ±4.8</td>
</tr>
</tbody>
</table>

with the leaves are likely to consist of examples with similar numbers of positive and negative bits. On the other hand, sometimes mergings are disadvantageous.

Over the ten synthetic domains the race for the smaller hypothesis is tied. This time there is no exception to the rule that the algorithm that produces the smaller hypothesis also has the better prediction accuracy.

In summary, the overall performance of BPs and unpruned DTs is very similar in both measured parameters. Nevertheless, BPs seem to perform slightly better than DTs.

5 Discussion

The empirical observations in the comparison between AdaBoost and C4.5 were explained with their different advantage sequences \[1\], i.e., how the weak learning parameter $\beta$ changes from round to round. This depends on the algorithm and the data. The parameter characterizes the difficulty of the classification problems
posed to the weak learners. While C4.5 produces increasingly refined partitions of the sample, thus obtaining increasing advantage, AdaBoost concentrates on the examples that are falsely classified by earlier weak classifier, thus producing harder and harder filtered distributions and losing advantage.

Advantage sequences cannot directly be used in analyzing LearnBP, since it chooses many weak classifiers at a time. However, there is reason to believe that the $\gamma$-sequences of BPs are worse than those of DTs, because merging may make the task of separating the two classes more difficult. The advantage in LearnBP grows as the original sample is refined, but subset mergings lead to slow growth. Consider, e.g., the exclusive-or on eight bits. Assume that LearnBP has grown $P^8_0$. Let $u$ and $v$ be two leaves that will be merged in $P^8_3$. If seven different bits have been tested on the paths from the root to $u$ and $v$, splitting the leaves by testing the remaining bit produces pure leaves and, thus, gives a large reduction in index. On the other hand, when $u$ and $v$ are merged, the examples reaching them get mixed and it is impossible to separate the positive and negative examples by testing a single bit. We obtain a smaller value for $\gamma_9$, and also a larger BP since all information lost has to be gathered anew.

We may note that the width of the grid of potential nodes explodes with respect to the width of the corresponding program level. While the program levels typically are up to 30 nodes wide, the width of the grid of potential nodes may be close to 30,000 intervals. In the analysis of Mansour and McAllester potential nodes determine the size of a program, which is much larger than the actual program size. Quite often the programs produced by LearnBP are actually DTs or almost such, i.e., they have very few node mergings. Sometimes the BP consists of several consecutive trees; i.e., there are nodes that gather all the remaining examples and the program construction starts anew.

We have compared BPs with unpruned DTs to better relate their sizes. However, DTs can be easily pruned to enhance classifier compactness. In this respect our empirical setting was not fair; with pruning C4.5 would easily beat LearnBP in classifier size. On the other hand, we wanted to obtain an understanding of the basic properties of a new interesting learning approach and test how the boosting analysis is reflected to practice.

LearnBP can be seen to work in the same explicit merging approach as some DG learning algorithms do, where all leaves of the evolving program are first expanded and then merged heuristically. Using the grid of potential nodes is an analytically motivated heuristic. Other heuristics could be used as well.

6 Conclusion

Constructing DAG-formed classifiers rather than tree-formed ones is a natural idea. However, since the former are harder to interpret and prune, they have not become more popular. Moreover, no evident advantage for using BPs has been known. The new analysis gives a promise of a concrete advantage that could bear fruit in practice. However, our empirical evaluation indicates that this theoretical advantage does not directly materialize in experiments. The results,
though, are comparable to those obtained using unpruned DTs. Altogether, learning BPs (or DGs) is an interesting new idea which might deserve more empirical attention.
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Abstract. Machine learning methods for classification problems commonly assume that the class values are unordered. However, in many practical applications the class values do exhibit a natural order—for example, when learning how to grade. The standard approach to ordinal classification converts the class value into a numeric quantity and applies a regression learner to the transformed data, translating the output back into a discrete class value in a post-processing step. A disadvantage of this method is that it can only be applied in conjunction with a regression scheme.

In this paper we present a simple method that enables standard classification algorithms to make use of ordering information in class attributes. By applying it in conjunction with a decision tree learner we show that it outperforms the naive approach, which treats the class values as an unordered set. Compared to special-purpose algorithms for ordinal classification our method has the advantage that it can be applied without any modification to the underlying learning scheme.

1 Introduction

Classification algorithms map a set of attribute values to a categorical target value, represented by a class attribute. Practical applications of machine learning frequently involve situations exhibiting an order among the different categories represented by the class attribute. However, standard classification algorithms cannot make use of this ordering information: they treat the class attribute as a nominal quantity—a set of unordered values.

Statisticians differentiate between four basic quantities that can be represented in an attribute, often referred to as levels of measurement. There are four types of measurements: nominal, ordinal, interval, and ratio quantities. The difference between nominal and ordinal quantities is that the latter exhibit an order among the different values that they can assume. An ordinal attribute could, for example, represent a coarse classification of the outside temperature represented by the values Hot, Mild, and Cool. It is clear that there is an order among those values and that we can write Hot > Mild > Cool.

Interval quantities are similar to ordinal quantities in that they exhibit an order. They differ because their values are measured in fixed and equal units. This implies that the difference between two values can be determined by subtracting
them. This does not make sense if the quantity is ordinal. Temperature measured in degrees Fahrenheit is an interval quantity. Ratio quantities additionally exhibit a zero point. This means that it is possible to multiply their values.

Standard classification algorithms for nominal classes can be applied to ordinal prediction problems by discarding the ordering information in the class attribute. However, some information is lost when this is done, information that can potentially improve the predictive performance of a classifier.

This paper presents a simple method that enables standard classification algorithms to exploit the ordering information in ordinal prediction problems. Empirical results—obtained using the decision tree learner C4.5 [2]—show that it indeed improves classification accuracy on unseen data. A key feature of our method is that it does not require any modification of the underlying learning algorithm—it is applicable as long as the classifier produces class probability estimates.

The method is explicitly designed for ordinal problems—in other words, for classification tasks with ordered categories. Standard regression techniques for numeric prediction problems can be applied when the target value represents an interval or ratio quantity. However, their application to truly ordinal problems is necessarily ad hoc.

This paper is structured as follows. In Section 2 we present our approach to ordinal classification. Section 3 contains experimental results on a collection of benchmark datasets, demonstrating that the predictive accuracy of decision trees can be improved by applying this method to exploit ordering information in the class. Section 4 discusses related work on custom-made learning algorithms for ordinal problems and approaches that use regression techniques for ordinal classification. Section 5 summarizes the contributions made in this paper.

2 Transforming the Ordinal Classification Problem

Figure 1 shows in diagrammatic form how our method allows a standard classification learner to be applied to an ordinal prediction task. The data is from a fictional temperature prediction problem and has an ordinal class attribute with three values (Cool, Mild and Hot). The upper part depicts the training process and the lower part the testing process.

A simple trick allows the underlying learning algorithms to take advantage of ordered class values. First, the data is transformed from a $k$-class ordinal problem to $k-1$ binary class problems. Figure 2 shows the process of converting an ordinal attribute $A^*$ with ordered values $V_1, V_2, \ldots, V_k$ into $k-1$ binary attributes, one for each of the original attribute’s first $k-1$ values. The $i$th binary attribute represents the test $A^* > V_i$.

Training starts by deriving new datasets from the original dataset, one for each of the $k-1$ new binary class attributes. In Figure 1 there are two derived datasets, the first has a class attribute that represents Target > Cool and the second has a class attribute that represents Target > Mild. Each derived dataset contains the same number of attributes as the original, with the same attribute values for each instance—apart from the class attribute. In the next
Fig. 1. How standard classification algorithms are applied to ordinal prediction

step the classification algorithm is applied to generate a model for each of the new datasets.

To predict the class value of an unseen instance we need to estimate the probabilities of the $k$ original ordinal classes using our $k - 1$ models. Estimation of the probability for the first and last ordinal class value depends on a single classifier. The probability of the first ordinal value (Cool) is given by $1 - Pr(\text{Target} > \text{Cool})$. Similarly, the last ordinal value (Hot) is computed from $Pr(\text{Target} > \text{Mild})$. For class values in the middle of the range—in this case there is only one (Mild)—the probability depends on a pair of classifiers. In this example it is given by $Pr(\text{Target} > \text{Cool}) \times (1 - Pr(\text{Target} > \text{Mild}))$. In general, for class values $V_i$, 
Fig. 2. Transformation of an ordinal attribute with four values into three binary attributes

\[
\begin{align*}
Pr(V_1) &= 1 - Pr(Target > V_1) \\
Pr(V_i) &= Pr(Target > V_{i-1}) \times (1 - Pr(Target > V_i)) \quad , 1 < i < k \\
Pr(V_k) &= Pr(Target > V_{k-1})
\end{align*}
\]

At prediction time, an instance of unknown class is processed by each of the \(k - 1\) classifiers and the probability of each of the \(k\) ordinal class values is calculated using the above method. The class with maximum probability is assigned to the instance.

3 Experimental Results

To test the hypothesis that the above method improves the generalization performance of a standard classification algorithm on ordinal prediction problems, we performed experiments on artificial and real-world datasets in conjunction with the C4.5 decision tree learner \([7]\). We used a collection of benchmark datasets representing numeric prediction problems and converted the numeric target values into ordinal quantities using equal-frequency binning. This unsupervised discretization method divides the range of observed values into a given number of intervals so that the number of instances in each interval is approximately
The resulting class values are ordered, representing variable-size intervals of the original numeric quantity. This method was chosen because of the lack of benchmark datasets involving ordinal class values.

The datasets were taken from a publicly available collection of regression problems [8]. The properties of these 29 datasets are shown in Table 1. For each dataset we created three different versions by discretizing the target value into three, five, and ten intervals respectively. This was done to evaluate the influence of different numbers of classes on the schemes’ relative performance.

All accuracy estimates were obtained by averaging the results from 10 separate runs of stratified 10-fold cross-validation. In other words, each scheme was applied 100 times to generate an estimate for a particular dataset. Throughout, we speak of two results for a dataset as being “significantly different” if the difference is statistically significant at the 1% level according to a paired two-sided $t$-test, each pair of data points consisting of the estimates obtained in one ten-fold cross-validation run for the two learning schemes being compared. A

### Table 1. Datasets and their characteristics

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Instances</th>
<th>Attributes</th>
<th>Numeric</th>
<th>Nominal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abalone</td>
<td>4177</td>
<td>9</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>Ailerons</td>
<td>13750</td>
<td>41</td>
<td>40</td>
<td>1</td>
</tr>
<tr>
<td>Delta Ailerons</td>
<td>7129</td>
<td>6</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>Elevators</td>
<td>16599</td>
<td>19</td>
<td>18</td>
<td>1</td>
</tr>
<tr>
<td>Delta Elevators</td>
<td>9517</td>
<td>7</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>2D Planes</td>
<td>40768</td>
<td>11</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>Pole Telecomm</td>
<td>15000</td>
<td>49</td>
<td>48</td>
<td>1</td>
</tr>
<tr>
<td>Friedman Artificial</td>
<td>40768</td>
<td>11</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>MV Artificial</td>
<td>40768</td>
<td>11</td>
<td>7</td>
<td>4</td>
</tr>
<tr>
<td>Kinematics of Robot Arm</td>
<td>8192</td>
<td>9</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>Computer Activity (1)</td>
<td>8192</td>
<td>13</td>
<td>12</td>
<td>1</td>
</tr>
<tr>
<td>Computer Activity (2)</td>
<td>8192</td>
<td>22</td>
<td>21</td>
<td>1</td>
</tr>
<tr>
<td>Census (1)</td>
<td>22784</td>
<td>9</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>Census (2)</td>
<td>22784</td>
<td>17</td>
<td>16</td>
<td>1</td>
</tr>
<tr>
<td>Auto MPG</td>
<td>398</td>
<td>8</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Auto Price</td>
<td>159</td>
<td>16</td>
<td>15</td>
<td>1</td>
</tr>
<tr>
<td>Boston Housing</td>
<td>506</td>
<td>14</td>
<td>12</td>
<td>2</td>
</tr>
<tr>
<td>Diabetes</td>
<td>43</td>
<td>3</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Pyrimidines</td>
<td>74</td>
<td>28</td>
<td>27</td>
<td>1</td>
</tr>
<tr>
<td>Triazines</td>
<td>186</td>
<td>61</td>
<td>60</td>
<td>1</td>
</tr>
<tr>
<td>Machine CPU</td>
<td>209</td>
<td>7</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>Servo</td>
<td>167</td>
<td>5</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>Wisconsin Breast Cancer</td>
<td>194</td>
<td>33</td>
<td>32</td>
<td>1</td>
</tr>
<tr>
<td>Pumadyn Domain (1)</td>
<td>8192</td>
<td>9</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>Pumadyn Domain (2)</td>
<td>8192</td>
<td>33</td>
<td>32</td>
<td>1</td>
</tr>
<tr>
<td>Bank Domain (1)</td>
<td>8192</td>
<td>9</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>Bank Domain (2)</td>
<td>8192</td>
<td>33</td>
<td>32</td>
<td>1</td>
</tr>
<tr>
<td>California Housing</td>
<td>20640</td>
<td>9</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>Stocks Domain</td>
<td>950</td>
<td>10</td>
<td>9</td>
<td>1</td>
</tr>
</tbody>
</table>
significant difference in this sense means that, with high probability, a complete cross-validation \(1\) on the dataset would result in a difference in accuracy.

Table 2 shows the accuracy estimates for the decision tree learner C4.5\(2\) in the five-class situation, applied (a) without any modification of the input and output (C4.5), (b) in conjunction with the ordinal classification method presented in Section 2 (C45-ORD), and (c) using the standard one-per-class method (see, e.g., \(3\)) for applying a two-class learner to a multi-class problem (C4.5-1PC). We have included C4.5-1PC in the comparison to ascertain whether overall differences in performance are due to the fact that we transform the multi-class problem into several two-class problems. Standard deviations are also shown (based on the 10 accuracy estimates obtained from the 10 cross-validation runs).

Results for C4.5 and C4.5-1PC are marked with ○ if they show significant improvement over the corresponding results for C4.5-ORD, and with • if they show significant degradation. Table 3 shows how the different methods compare with each other. Each entry indicates the number of datasets for which the method associated with its column is (significantly) more accurate than the method associated with its row.

The results show that the ordinal classification method frequently improves performance compared to plain C4.5. On 17 datasets, C4.5-ORD is significantly more accurate than C4.5, and significantly worse on only one. The results also show that the performance difference is not due to the fact that each learning problem has been converted into several two-class problems: C45-ORD is significantly more accurate than C4.5-1PC on 16 datasets, and significantly worse on only five.

A sign test confirms the hypothesis that the ordinal classification procedure from Section 2 improves performance. Note that the results for the two different versions of the computer activity, census domain, pumadyn domain, and bank domain datasets are highly correlated. Consequently we ignore the smaller version of each of these four datasets when we perform the sign test (i.e. we only consider version number 2 in each case). If this is done, C4.5-ORD wins against plain C4.5 on 19 datasets and looses on only four (not taking the significance of the individual differences into account). According to a two-sided sign test this ratio is significant at the 0.005%-level. The win/loss-ratio between C4.5-ORD and C4.5-1PC is 18/6 and significant at the 0.05%-level.

An interesting question is whether the difference in accuracy depends on the number of class values in the problem. A reasonable hypothesis is that the performance difference increases as the number of classes increases. To investigate this we also ran the three schemes on the same datasets with different discretizations of the target value.

Tables 4 and 5 summarize the results for the three-bin discretization. They show that there is relatively little to be gained by exploiting the ordering information in the class. Compared to C4.5, C4.5-ORD is significantly more accurate on 15 datasets, and significantly worse on none. However, C4.5-ORD does not

---

1 A complete cross-validation is performed by averaging across all possible cross-validation runs that can be performed for a particular dataset.
2 We used the implementation of C4.5 that is part of the WEKA machine learning workbench.
### Table 2. Experimental results for target value discretized into five bins: percentage of correct classifications, and standard deviation

<table>
<thead>
<tr>
<th>Dataset</th>
<th>C4.5-ORD</th>
<th>C4.5</th>
<th>C4.5-1PC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abalone</td>
<td>47.86 ± 0.45</td>
<td>46.34 ± 0.73</td>
<td>49.55 ± 0.65</td>
</tr>
<tr>
<td>Ailerons</td>
<td>59.24 ± 0.30</td>
<td>56.97 ± 0.35</td>
<td>55.58 ± 0.34</td>
</tr>
<tr>
<td>Delta Ailerons</td>
<td>55.76 ± 0.34</td>
<td>55.54 ± 0.50</td>
<td>56.77 ± 0.15</td>
</tr>
<tr>
<td>Elevators</td>
<td>50.32 ± 0.24</td>
<td>47.76 ± 0.29</td>
<td>50.72 ± 0.33</td>
</tr>
<tr>
<td>Delta Elevators</td>
<td>49.78 ± 0.31</td>
<td>47.63 ± 0.42</td>
<td>50.34 ± 0.29</td>
</tr>
<tr>
<td>2D Planes</td>
<td>75.37 ± 0.10</td>
<td>75.37 ± 0.06</td>
<td>75.29 ± 0.07</td>
</tr>
<tr>
<td>Pole Telecomm</td>
<td>95.05 ± 0.12</td>
<td>95.05 ± 0.10</td>
<td>94.94 ± 0.07</td>
</tr>
<tr>
<td>Friedman Artifical</td>
<td>66.50 ± 0.19</td>
<td>64.83 ± 0.18</td>
<td>64.01 ± 0.13</td>
</tr>
<tr>
<td>MV Artifical</td>
<td>99.19 ± 0.04</td>
<td>99.20 ± 0.04</td>
<td>99.19 ± 0.02</td>
</tr>
<tr>
<td>Kinematics of Robot Arm</td>
<td>47.28 ± 0.34</td>
<td>43.69 ± 0.41</td>
<td>42.58 ± 0.70</td>
</tr>
<tr>
<td>Computer Activity (1)</td>
<td>65.96 ± 0.38</td>
<td>63.75 ± 0.32</td>
<td>65.03 ± 0.32</td>
</tr>
<tr>
<td>Computer Activity (2)</td>
<td>68.69 ± 0.47</td>
<td>66.80 ± 0.47</td>
<td>66.76 ± 0.44</td>
</tr>
<tr>
<td>Census Domain (1)</td>
<td>53.32 ± 0.22</td>
<td>50.20 ± 0.36</td>
<td>51.46 ± 0.34</td>
</tr>
<tr>
<td>Census Domain (2)</td>
<td>51.49 ± 0.26</td>
<td>48.96 ± 0.33</td>
<td>50.97 ± 0.21</td>
</tr>
<tr>
<td>Auto MPG</td>
<td>59.74 ± 0.98</td>
<td>59.58 ± 1.86</td>
<td>59.46 ± 1.25</td>
</tr>
<tr>
<td>Auto Price</td>
<td>66.80 ± 2.20</td>
<td>62.39 ± 2.71</td>
<td>63.50 ± 1.43</td>
</tr>
<tr>
<td>Boston Housing</td>
<td>60.97 ± 1.41</td>
<td>59.34 ± 1.49</td>
<td>59.70 ± 1.65</td>
</tr>
<tr>
<td>Diabetes</td>
<td>29.00 ± 3.14</td>
<td>26.55 ± 5.21</td>
<td>33.80 ± 2.63</td>
</tr>
<tr>
<td>Pyrimidines</td>
<td>43.27 ± 2.85</td>
<td>42.27 ± 3.51</td>
<td>42.68 ± 2.78</td>
</tr>
<tr>
<td>Triazines</td>
<td>40.03 ± 2.51</td>
<td>38.90 ± 3.07</td>
<td>37.14 ± 2.40</td>
</tr>
<tr>
<td>Machine CPU</td>
<td>58.10 ± 1.32</td>
<td>56.78 ± 2.78</td>
<td>56.62 ± 2.43</td>
</tr>
<tr>
<td>Servo</td>
<td>52.45 ± 1.60</td>
<td>55.16 ± 2.09</td>
<td>49.82 ± 1.65</td>
</tr>
<tr>
<td>Wisconsin Breast Cancer</td>
<td>21.36 ± 2.04</td>
<td>22.92 ± 3.48</td>
<td>21.71 ± 1.40</td>
</tr>
<tr>
<td>Pumadyn Domain (1)</td>
<td>49.83 ± 0.30</td>
<td>46.04 ± 0.43</td>
<td>48.28 ± 0.34</td>
</tr>
<tr>
<td>Pumadyn Domain (2)</td>
<td>65.75 ± 0.35</td>
<td>62.67 ± 0.42</td>
<td>63.51 ± 0.37</td>
</tr>
<tr>
<td>Bank Domain (1)</td>
<td>74.04 ± 0.24</td>
<td>73.14 ± 0.31</td>
<td>73.27 ± 0.36</td>
</tr>
<tr>
<td>Bank Domain (2)</td>
<td>38.68 ± 0.52</td>
<td>37.37 ± 0.59</td>
<td>36.01 ± 0.22</td>
</tr>
<tr>
<td>California Housing</td>
<td>64.83 ± 0.24</td>
<td>63.30 ± 0.18</td>
<td>64.36 ± 0.18</td>
</tr>
<tr>
<td>Stocks Domain</td>
<td>86.85 ± 0.67</td>
<td>87.05 ± 0.88</td>
<td>85.19 ± 0.53</td>
</tr>
</tbody>
</table>

●, ○ statistically significant improvement or degradation

### Table 3. Pair-wise comparison for target value discretized into five bins: number indicates how often method in column (significantly) outperforms method in row

<table>
<thead>
<tr>
<th></th>
<th>C4.5-ORD</th>
<th>C4.5</th>
<th>C4.5-1PC</th>
</tr>
</thead>
<tbody>
<tr>
<td>C4.5-ORD</td>
<td>–</td>
<td>4 (1)</td>
<td>6 (5)</td>
</tr>
<tr>
<td>C4.5</td>
<td>23 (17)</td>
<td>–</td>
<td>15 (11)</td>
</tr>
<tr>
<td>C4.5-1PC</td>
<td>22 (16)</td>
<td>14 (7)</td>
<td>–</td>
</tr>
</tbody>
</table>
Table 4. Experimental results for target value discretized into three bins: percentage of correct classifications, and standard deviation

<table>
<thead>
<tr>
<th>Dataset</th>
<th>C4.5-ORD</th>
<th>C4.5</th>
<th>C4.5-1PC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abalone</td>
<td>66.07±0.26</td>
<td>63.90±0.24</td>
<td>65.91±0.34</td>
</tr>
<tr>
<td>Ailerons</td>
<td>75.37±0.31</td>
<td>74.78±0.37</td>
<td>73.79±0.34</td>
</tr>
<tr>
<td>Delta Ailerons</td>
<td>80.54±0.26</td>
<td>80.34±0.17</td>
<td>80.9 ±0.17</td>
</tr>
<tr>
<td>Elevators</td>
<td>64.43±0.17</td>
<td>62.22±0.25</td>
<td>63.63±0.36</td>
</tr>
<tr>
<td>Delta Elevators</td>
<td>70.83±0.22</td>
<td>69.89±0.26</td>
<td>70.73±0.27</td>
</tr>
<tr>
<td>2D Planes</td>
<td>86.61±0.04</td>
<td>86.61±0.05</td>
<td>86.52±0.09</td>
</tr>
<tr>
<td>Pole Telecomm</td>
<td>95.90±0.12</td>
<td>95.64±0.10</td>
<td>95.58±0.1</td>
</tr>
<tr>
<td>Friedman Artificial</td>
<td>80.78±0.09</td>
<td>80.23±0.14</td>
<td>80.3 ±0.18</td>
</tr>
<tr>
<td>MV Artificial</td>
<td>99.51±0.02</td>
<td>99.53±0.02</td>
<td>99.55±0.03</td>
</tr>
<tr>
<td>Kinematics of Robot Arm</td>
<td>64.37±0.37</td>
<td>63.76±0.24</td>
<td>64.88±0.38</td>
</tr>
<tr>
<td>Computer Activity (1)</td>
<td>79.04±0.39</td>
<td>78.44±0.43</td>
<td>78.38±0.31</td>
</tr>
<tr>
<td>Computer Activity (2)</td>
<td>81.02±0.42</td>
<td>80.76±0.31</td>
<td>80.21±0.4</td>
</tr>
<tr>
<td>Census Domain (1)</td>
<td>70.53±0.17</td>
<td>69.58±0.27</td>
<td>70.95±0.18</td>
</tr>
<tr>
<td>Census Domain (2)</td>
<td>69.53±0.21</td>
<td>68.19±0.28</td>
<td>69.61±0.23</td>
</tr>
<tr>
<td>Auto MPG</td>
<td>78.81±1.26</td>
<td>78.12±1.14</td>
<td>79.16±1.32</td>
</tr>
<tr>
<td>Auto Price</td>
<td>86.25±1.38</td>
<td>85.36±1.60</td>
<td>85.87±1.27</td>
</tr>
<tr>
<td>Boston Housing</td>
<td>75.52±1.07</td>
<td>74.83±1.72</td>
<td>74.79±1.18</td>
</tr>
<tr>
<td>Diabetes</td>
<td>54.45±2.61</td>
<td>51.00±3.91</td>
<td>54.45±2.61</td>
</tr>
<tr>
<td>Pyrimidines</td>
<td>56.89±3.98</td>
<td>50.11±2.95</td>
<td>55.12±3.31</td>
</tr>
<tr>
<td>Triazines</td>
<td>54.47±3.28</td>
<td>54.18±3.20</td>
<td>54.11±2.84</td>
</tr>
<tr>
<td>Machine CPU</td>
<td>73.88±2.39</td>
<td>71.85±2.44</td>
<td>74.26±2.77</td>
</tr>
<tr>
<td>Servo</td>
<td>77.24±1.16</td>
<td>75.56±1.26</td>
<td>79.22±1.27</td>
</tr>
<tr>
<td>Wisconsin Breast Cancer</td>
<td>35.98±2.33</td>
<td>37.40±3.23</td>
<td>35.71±2.11</td>
</tr>
<tr>
<td>Pumadyn Domain (1)</td>
<td>66.71±0.37</td>
<td>66.02±0.28</td>
<td>67.37±0.32</td>
</tr>
<tr>
<td>Pumadyn Domain (2)</td>
<td>78.83±0.15</td>
<td>77.65±0.41</td>
<td>77.64±0.3</td>
</tr>
<tr>
<td>Bank Domain (1)</td>
<td>85.89±0.28</td>
<td>86.02±0.28</td>
<td>85.61±0.11</td>
</tr>
<tr>
<td>Bank Domain (2)</td>
<td>57.15±0.45</td>
<td>55.84±0.38</td>
<td>53.94±0.26</td>
</tr>
<tr>
<td>California Housing</td>
<td>78.94±0.11</td>
<td>79.02±0.17</td>
<td>79.42±0.16</td>
</tr>
<tr>
<td>Stocks Domain</td>
<td>91.74±0.53</td>
<td>91.24±0.53</td>
<td>91.77±0.45</td>
</tr>
</tbody>
</table>

○, ● statistically significant improvement or degradation

Table 5. Pair-wise comparison for target value discretized into three bins: number indicates how often method in column (significantly) outperforms method in row

<table>
<thead>
<tr>
<th></th>
<th>C4.5-ORD</th>
<th>C4.5</th>
<th>C4.5-1PC</th>
</tr>
</thead>
<tbody>
<tr>
<td>C4.5-ORD</td>
<td>–</td>
<td>4 (0)</td>
<td>11 (7)</td>
</tr>
<tr>
<td>C4.5</td>
<td>24 (15)</td>
<td>–</td>
<td>18 (11)</td>
</tr>
<tr>
<td>C4.5-1PC</td>
<td>17 (10)</td>
<td>11 (4)</td>
<td>–</td>
</tr>
</tbody>
</table>
perform markedly better than C4.5-1PC: it is significantly more accurate on 10 datasets, and significantly worse on seven. It is interesting to see that the one-per-class encoding outperforms plain C4.5 on these three-class datasets.

If the significance of the individual differences is not taken into account and ignoring the smaller version of each pair of datasets from the same domain, C4.5-ORD wins against C4.5 on 20 datasets, and looses on four. This difference is statistically significant according to a two-sided sign test: the corresponding p-value is 0.0008. However, compared to C4.5-1PC, the win/loss-ratio for C4.5-ORD is 15/10, with a corresponding p-value of 0.21. Thus there is only very weak evidence that the ordinal classification method improves on the standard one-per-class encoding.

For the ten-bin case we expect a more significant difference, in particular when compared to the one-per-class method. This is confirmed in the experimental results summarized in Tables 6 and 7. The difference in performance between C4.5-ORD and C4.5 remains high but increases only slightly when moving from five to ten bins. C4.5-ORD outperforms C4.5 on all but seven of the datasets. It is significantly more accurate on 22 datasets, and significantly less accurate on only two. Compared to C4.5-1PC, C4.5-ORD is significantly more accurate on 25 datasets, and significantly worse on two. This is a marked improvement over the five-bin case and suggests that ordering information becomes more useful as the number of classes increases.

Not considering the significance of individual differences and ignoring the smaller version of each pair of datasets from the same domain, C4.5-ORD wins against C4.5 on 19 datasets, and looses on six. According to a two-sided sign test this ratio is significant at the 0.01%-level. Thus there is very strong evidence that the ordinal classification method improves on the standard one-per-class encoding.

4 Related Work

The ordinal classification method discussed in this paper is applicable in conjunction with any base learner that can output class probability estimates. Kramer et al. [5] investigate the use of a learning algorithm for regression tasks—more specifically, a regression tree learner—to solve ordinal classification problems. In this case each class needs to be mapped to a numeric value. Kramer et al. [5] compare several different methods for doing this. However, if the class attribute represents a truly ordinal quantity—which, by definition, cannot be represented as a number in a meaningful way—there is no principled way of devising an appropriate mapping and this procedure is necessarily ad hoc.

Herbrich et al. [3] propose a strategy for ordinal classification that is based on a loss function between pairs of true ranks and predicted ranks. They present a corresponding algorithm similar to a support vector machine, and mention that their approach can be extended to other types of linear classifiers.

Potharst and Bioch [6] present a decision tree learning algorithm for monotone learning problems. In a monotone learning problem both the input at-
Table 6. Experimental results for target value discretized into ten bins: percentage of correct classifications, and standard deviation

<table>
<thead>
<tr>
<th>Dataset</th>
<th>C4.5-ORD</th>
<th>C4.5</th>
<th>C4.5-1PC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abalone</td>
<td>29.48±0.36</td>
<td>26.68±0.61</td>
<td>27.43±0.58</td>
</tr>
<tr>
<td>Ailerone</td>
<td>39.36±0.33</td>
<td>36.64±0.37</td>
<td>35.76±0.32</td>
</tr>
<tr>
<td>Delta Ailerons</td>
<td>43.06±0.37</td>
<td>41.31±0.61</td>
<td>43.30±0.30</td>
</tr>
<tr>
<td>Elevators</td>
<td>31.41±0.34</td>
<td>28.58±0.35</td>
<td>29.77±0.38</td>
</tr>
<tr>
<td>Delta Elevators</td>
<td>39.86±0.33</td>
<td>36.9 ±0.44</td>
<td>41.44±0.23</td>
</tr>
<tr>
<td>2D Planes</td>
<td>54.95±0.14</td>
<td>53.00±0.14</td>
<td>51.25±0.32</td>
</tr>
<tr>
<td>Pole Telecomm</td>
<td>91.18±0.08</td>
<td>90.85±0.14</td>
<td>89.34±0.15</td>
</tr>
<tr>
<td>Friedman Artificial</td>
<td>44.55±0.17</td>
<td>41.06±0.10</td>
<td>32.79±0.38</td>
</tr>
<tr>
<td>MV Artificial</td>
<td>98.11±0.03</td>
<td>98.17±0.05</td>
<td>97.36±0.06</td>
</tr>
<tr>
<td>Kinematics of Robot Arm</td>
<td>25.83±0.36</td>
<td>24.39±0.28</td>
<td>20.37±0.38</td>
</tr>
<tr>
<td>Computer Activity (1)</td>
<td>45.61±0.38</td>
<td>42.20±0.46</td>
<td>42.12±0.34</td>
</tr>
<tr>
<td>Computer Activity (2)</td>
<td>48.77±0.55</td>
<td>45.58±0.65</td>
<td>45.60±0.48</td>
</tr>
<tr>
<td>Census (1)</td>
<td>32.58±0.18</td>
<td>30.5 ±0.23</td>
<td>29.00±0.21</td>
</tr>
<tr>
<td>Census (2)</td>
<td>31.51±0.27</td>
<td>29.33±0.22</td>
<td>28.95±0.19</td>
</tr>
<tr>
<td>Auto MPG</td>
<td>36.55±1.18</td>
<td>39.63±1.70</td>
<td>24.65±1.09</td>
</tr>
<tr>
<td>Auto Price</td>
<td>48.40±2.01</td>
<td>36.82±2.40</td>
<td>34.37±3.01</td>
</tr>
<tr>
<td>Boston Housing</td>
<td>42.66±1.00</td>
<td>38.61±1.25</td>
<td>35.93±1.65</td>
</tr>
<tr>
<td>Diabetes</td>
<td>14.55±3.12</td>
<td>23.00±3.12</td>
<td>19.80±2.06</td>
</tr>
<tr>
<td>Pyrimidines</td>
<td>19.39±2.95</td>
<td>23.89±2.69</td>
<td>15.93±1.83</td>
</tr>
<tr>
<td>Triazines</td>
<td>20.51±1.21</td>
<td>16.50±1.94</td>
<td>12.22±1.74</td>
</tr>
<tr>
<td>Machine CPU</td>
<td>36.35±2.47</td>
<td>36.23±1.48</td>
<td>30.59±1.93</td>
</tr>
<tr>
<td>Servo</td>
<td>34.57±0.98</td>
<td>34.60±1.47</td>
<td>31.18±0.03</td>
</tr>
<tr>
<td>Wisconsin Breast Cancer</td>
<td>10.73±1.91</td>
<td>11.24±3.15</td>
<td>11.33±1.24</td>
</tr>
<tr>
<td>Pumadyn Domain (1)</td>
<td>26.49±0.38</td>
<td>23.69±0.61</td>
<td>16.6 ±0.43</td>
</tr>
<tr>
<td>Pumadyn Domain (2)</td>
<td>45.76±0.44</td>
<td>41.87±0.42</td>
<td>41.21±0.54</td>
</tr>
<tr>
<td>Bank Domain (1)</td>
<td>52.76±0.37</td>
<td>49.57±0.44</td>
<td>43.58±0.82</td>
</tr>
<tr>
<td>Bank Domain (2)</td>
<td>25.51±0.42</td>
<td>24.20±0.33</td>
<td>24.06±0.39</td>
</tr>
<tr>
<td>California Housing</td>
<td>44.77±0.28</td>
<td>42.67±0.32</td>
<td>39.47±0.27</td>
</tr>
<tr>
<td>Stocks Domain</td>
<td>74.83±1.33</td>
<td>72.69±0.76</td>
<td>72.09±0.70</td>
</tr>
</tbody>
</table>

○, ● statistically significant improvement or degradation

Table 7. Pair-wise comparison for target value discretized into ten bins: number indicates how often method in column (significantly) outperforms method in row

<table>
<thead>
<tr>
<th></th>
<th>C4.5-ORD</th>
<th>C4.5</th>
<th>C4.5-1PC</th>
</tr>
</thead>
<tbody>
<tr>
<td>C4.5-ORD</td>
<td>–</td>
<td>6 (2)</td>
<td>4 (2)</td>
</tr>
<tr>
<td>C4.5</td>
<td>23 (22)</td>
<td>–</td>
<td>6 (3)</td>
</tr>
<tr>
<td>C4.5-1PC</td>
<td>25 (25)</td>
<td>22 (17)</td>
<td>–</td>
</tr>
</tbody>
</table>
tributes and the class attribute are assumed to be ordered. This is different from the setting considered in this paper because we do not assume that the input is ordered.

Although machine learning algorithms for ordinal classification are rare, there are many statistical approaches to this problem. However, they all rely on specific distributional assumptions for modeling the class variable and also assume a stochastic ordering of the input space.

The technique of generating binary “dummy” attributes to replace an ordered attribute can also be applied to the attributes making up the input space. Frank and Witten show that this often improves performance compared to treating ordered attributes as nominal quantities. In cases where both the input and the output are ordered, this technique can be applied in addition to the method discussed in this paper to obtain further performance improvements.

The method presented in this paper is also related to the use of error-correcting output codes for (unordered) multi-class problems. Instead of using error-correcting bit vectors to represent each class, we use bit vectors that reflect the ordering of the class values. As opposed to choosing the bit vector with the closest Hamming distance when making a prediction, our method selects the vector which corresponds to the largest estimated class probability (computed according to the procedure discussed in Section 2).

5 Conclusions

This paper presents a simple method that enables standard classification algorithms to make use of ordering information in ordinal class attributes. The method converts the original ordinal class problem into a series of binary class problems that encode the ordering of the original classes. Empirical results based on C4.5 show that this procedure is significantly more accurate than plain C4.5, and C4.5 used in conjunction with the standard one-per-class method. They also show that the performance gap increases with the number of classes. Our findings demonstrate that the improvement in performance is a result of exploiting ordering information and not simply as a side effect of transforming the problem into a series of binary-class problems.
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Abstract. This paper investigates neural network training as a potential source of problems for benchmarking continuous, heuristic optimization algorithms. Through the use of a student-teacher learning paradigm, the error surfaces of several neural networks are examined using so-called fitness distance correlation, which has previously been applied to discrete, combinatorial optimization problems. The results suggest that the neural network training tasks offer a number of desirable properties for algorithm benchmarking, including the ability to scale-up to provide challenging problems in high-dimensional spaces.

1 Introduction

Heuristic optimization algorithms such as Evolutionary Algorithms (EAs) are expected to be capable of solving high-dimensional, complex problems, requiring only the ability to be able to evaluate the objective function at any feasible point in the search space. These kinds of optimization problems arise frequently in many areas, and are often a fundamental part of methods used for data-driven tasks such as supervised and unsupervised learning. In recent years, heuristic optimization algorithms have been the focus of a very large amount of research, as well as being successfully applied to many challenging real-world problems.

Researchers face several difficulties when trying to evaluate the effectiveness of a given algorithm at solving problems. In particular, a set of benchmark optimization problems which can be usefully scaled to high-dimensions is an important requirement. Unfortunately, commonly used test functions have a number of shortcomings in meeting this need. This paper investigates a particular form of a well-known task: training a feedforward neural network, as a possible source of test optimization problems. The evaluation of continuous heuristic optimization algorithms is discussed further in the following section. Section 4 considers the exploration of continuous optimization problems using correlation statistics and scatterplots. The student-teacher neural network training problem is then described in Section 5 and experimental results for a set of such problems is presented in Section 6. Section 6 concludes and summarizes these results. Note that here we are concerned mainly with solving continuous multivariate optimization problems, using algorithms which work directly with a continuous representation of solution vectors.
2 Heuristic Algorithms and Continuous Optimization

The standard multidimensional optimization problem involves a parameter vector \( \mathbf{w} = (w_1, \ldots, w_n) \), with the quality of a candidate solution being measurable by an objective function \( f(\mathbf{w}) \). The goal of optimization can then be simply to find a solution vector \( \mathbf{w}^* \), which yields the best possible objective function value, subject to given resources (e.g., computation time). In some fields (e.g., evolutionary computation), optimization is normally defined as maximization of \( f() \) (a fitness function) while in others (e.g., neural networks) the problem is equivalently framed as minimization of a cost (e.g., error) function. To describe and visualize an optimization algorithm (which performs an iterative, guided search in the space of possible solutions), the ideas of hill-climbing on a fitness landscape and searching for the minimum of an error surface have become well-known.

The focus of this paper is on continuous optimization problems (i.e., \( \mathbf{w} \in \mathbb{R}^n \)). Although heuristic algorithms have been successfully applied to many real-world optimization problems, interest in quantifying what kind of problems are easy or hard for algorithms such as EAs to solve has increased. This interest is partly due to the No Free Lunch (NFL) theorems, which indicate that there is no algorithm that outperforms all other algorithms in any general sense.

Researchers seek to understand and evaluate heuristic algorithms by empirical testing on sets of benchmark problems. Many of the test functions that have been used are analytical functions of continuous variables. Such functions can be easily visualized in one or two dimensions, and the locations of local and globally optimal points are often known precisely. Unfortunately, commonly used functions have a number of shortcomings. Desirable properties for test functions include:

- P1. difficult to solve using simple methods such as hill-climbing
- P2. nonlinear, nonseparable and nonsymmetric
- P3. scalable in terms of problem dimensionality
- P4. scalable in terms of time to evaluate the cost function
- P5. tunable by a small number of user parameters
- P6. can be generated at random and are difficult to reverse engineer
- P7. exhibit an array of landscape-like features.

Despite the large amount of research in developing new algorithms, very few attempts have been made to identify problems that possess many of these properties. Whitley et al. and Michalewicz et al. propose methods for generating analytical test functions for unconstrained and constrained optimization respectively.

3 Correlation Measures of Landscapes

A number of researchers (see, e.g., and the references therein) have considered examining the correlation between fitness and distances between points on discrete fitness landscapes. These studies include the cost versus average distance
of an optimum point to all other points within a sample of local optima. These studies on artificial and combinatorial optimization landscapes have indicated that a “Massif Central” or “big valley” structure seems to exist in many landscapes. That is, perhaps not surprisingly, cost in general seems to increase with distance from the best minimum, providing an intuitive picture of the landscape as a big bowl-like structure with smaller ridges, valleys and other structure imposed on it. These approaches require collecting a sample of local optimum points, which is infeasible in the continuous case.

One correlation measure which can be adapted to continuous error surfaces is the Fitness Distance Correlation (FDC) of Jones. FDC is intended to provide a measure of the global structure of the surface in question, by examining how the value of the cost (fitness) function varies with the distance between a given point and a global optimum. A sample of random points on the surface is chosen, and the standard sample correlation coefficient is calculated:

\[ r = \frac{Cov(D, E)}{\sigma_D \sigma_E} \]

\[ r = \frac{n \sum^n D E - (\sum^n D)(\sum^n E)}{\sqrt{[n \sum^n D^2 - (\sum^n D)^2][n \sum^n E^2 - (\sum^n E)^2]}} \]

where D is a set of distances for a sample of points from the global optimum, E is the corresponding set of fitness function values for the sample and Cov(D, E) is the covariance of D and E. \(\sigma_X\) is the standard deviation of X. The value of r is in the range \([-1, +1]\], with a value of +1 suggesting perfect, positive linear correlation between the objective function and the distance from the global optimum, and a value of −1 suggesting perfect negative correlation between these quantities.

FDC was proposed as an indicator of the difficulty of a search space for a Genetic Algorithm (GA) to solve. The results support this measure, indicating that problems with a low FDC coefficient are hard for a GA to solve, whereas those with a high FDC coefficient value are GA-easy. While it has been shown that this correlation coefficient is not always successful at predicting the “GA-difficulty” of a problem, Jones suggests that FDC scatterplots provide a useful visualization of this relationship, even when the FDC coefficient does not summarize the relationship well.

4 The Neural Network Training Task

The Multi-layer Perceptron (MLP) is the standard feedforward neural network model used in supervised learning problems. The model consists of a layer of \(N_i\) inputs, connected to one or more layers of “hidden” units, which are themselves connected to a final layer of \(N_o\) output units. Input signals propagate through the units in the network, via weighted connections, to the outputs.
The network mapping for a single hidden layer is given by

\[ y = \Psi(x, u, v) \] (3)

\[ y_i = g_o \left( \sum_j u_{ij} h_j \right) \] (4)

\[ h_j = g_h \left( \sum_k v_{jk} x_k \right) \] (5)

where \( x \) is an input vector, \( u \) and \( v \) are vectors of weights on the input connections to the hidden and output layers respectively, \( y = (y_1, \ldots, y_{N_o}) \) is an output vector, \( g_h \) is a sigmoidal activation function and \( g_o \) is typically either an identity function or another sigmoid. The latter is employed if the outputs are to be constrained to an interval (e.g. \((-1, 1))\). A linear bias term is also normally included as an input and is connected directly to the hidden and output layers, by setting \( x_0 = \pm 1 \) \( \forall x = (x_0, x_1, \ldots, x_{N_i}) \). This network architecture is known to be a universal approximator (with a sufficient number of hidden units) by appropriate choice of connection weight values \( u_{ij}, v_{jk} \in \mathbb{R}^{10} \).

MLP networks are typically trained to perform supervised learning tasks from a set of training data. As mentioned earlier, training is usually formulated as the minimization of an appropriate error function. The error surface of MLP networks has an interesting structure, which is dependent on a number of factors, such as the number of nodes in each layer, and the given training set. Although precise results concerning the structure of error surfaces are limited, they are typically considered to consist of a number of wide, flat plateaus, narrow ravines, symmetries due to the network topology and often a small number of unique non-global minima [4].

In this set of experiments, an artificial learning task is used, which is sometimes referred to as the student-teacher learning model (see [3]). In this problem, two networks are created. One network, the teacher, is initialized in some way, and then represents the "oracle" for the learning task. The training set is produced by generating random input vectors and passing these inputs to the teacher network, producing the desired output vectors. The other network, the student, is then trained using this data.

The main advantage, from an optimization viewpoint, of using this student-teacher model of learning is that it guarantees the presence of a known globally minimum point (ie, a parameter vector identical to the teacher weight configuration), where the value of the error function is zero. Symmetries in neural network error surfaces mean that there are \( 2^{N_h} N_h! \) functionally equivalent weight vectors to the teacher network, which are also global minima. Knowledge of the global minimum is required for calculating the FDC, which is normally not available on neural network training tasks derived from simple test problems like XOR, or from real world supervised learning datasets [10].

The error surface of an student-teacher MLP training task can be seen as having many of the properties listed in Section 2. Error surfaces are not easy to optimize over using simple methods like gradient descent [10] (P1). They are clearly nonlinear and nonseparable (part of (P2)), and scalable in problem dimensionality (P3) (furthermore, their properties can be changed by varying...
user-parameters such as the number of training patterns and units in the network (P5)). The time to evaluate the cost function scales linearly with these user-parameters (P4), and networks can be generated randomly as desired (part of (P6)). This paper explores the possible features of these error surfaces (P7), in relation to varying three network parameters (P5), through a series of experiments and FDC-scatterplots.

In the following experiments, the student-teacher model is used to generate FDC results for MLP’s. Throughout, mean-squared error is used as the error function and Euclidean distance is the distance measure. Teacher networks are generated by choosing their weights from a Normal distribution (with mean zero, standard deviation 5), in an attempt to generate networks with realistic weights (i.e. some large weights leading to some units saturating their outputs [3]). The “student” networks’ weights are chosen from a Normal distribution (with mean \( \mu_{\text{teacher}} \), standard deviation 1) distribution, and the weight vector is then scaled to a length chosen uniformly between 0 and 100. 5000 points are used to calculate the FDC coefficients, while for clarity only 2000 are used for the fitness-distance scatterplots. The number of input units, number of hidden units and the number of training patterns are varied in the experiments. All networks have a single output unit. The hidden and output units use the \( \tanh \) activation function (i.e. \( g_h \) and \( g_o \)). Each unique training instance is run 10 times with different random initializations of teacher networks.

5 FDC Results for Error Surfaces

The FDC coefficient results are shown in Table 1. Each table entry reports the mean and standard deviation of the 10 different experiments for each training instance. Firstly, all coefficient values are positive, confirming intuition that moving away from a global minimum cannot lead to a decrease in error. At worst (\( r \approx 0 \)), there is basically no correlation between the error value and the distance to the global minimum - the current location of a search or the trajectory up to some point in the search yields no information regarding the location of the global minimum. A general trend in this table is from relatively low \( r \) values for small numbers of inputs, hidden units and training patterns, to high values as these variables are increased. Standard deviations can be reasonably high for small values of the variables, and remain high even for large training sets when the network size is small.

From these \( r \) values alone, the indication is that for networks with more inputs and hidden units, distance from the global minimum and the current error value are related - implying that algorithms that are able to utilize this property will perform well in this situation. To allow a more detailed insight into the nature of these error surfaces however, the scatterplots of the experiments must be examined.

\[1\] The FDC acronym is used in this paper, although error (minimization) rather than fitness (maximization) is being considered.
Table 1. Fitness-Distance correlation values for student-teacher experiments.

<table>
<thead>
<tr>
<th>No. Patterns</th>
<th>No. Inputs (y)/No. Hidden (x)</th>
<th>1</th>
<th>5</th>
<th>10</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>0.185 (0.069)</td>
<td>0.214 (0.074)</td>
<td>0.228 (0.101)</td>
<td>0.269 (0.097)</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.245 (0.067)</td>
<td>0.189 (0.104)</td>
<td>0.273 (0.066)</td>
<td>0.248 (0.100)</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.207 (0.088)</td>
<td>0.260 (0.064)</td>
<td>0.249 (0.094)</td>
<td>0.198 (0.130)</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.322 (0.083)</td>
<td>0.283 (0.049)</td>
<td>0.183 (0.123)</td>
<td>0.113 (0.096)</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.176 (0.073)</td>
<td>0.285 (0.083)</td>
<td>0.378 (0.049)</td>
<td>0.423 (0.073)</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.266 (0.078)</td>
<td>0.401 (0.075)</td>
<td>0.409 (0.400)</td>
<td>0.466 (0.043)</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.304 (0.082)</td>
<td>0.466 (0.053)</td>
<td>0.493 (0.051)</td>
<td>0.480 (0.087)</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.403 (0.091)</td>
<td>0.476 (0.089)</td>
<td>0.494 (0.137)</td>
<td>0.309 (0.148)</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.213 (0.069)</td>
<td>0.318 (0.073)</td>
<td>0.314 (0.059)</td>
<td>0.459 (0.059)</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.305 (0.058)</td>
<td>0.469 (0.073)</td>
<td>0.494 (0.075)</td>
<td>0.588 (0.107)</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.317 (0.076)</td>
<td>0.529 (0.054)</td>
<td>0.573 (0.086)</td>
<td>0.594 (0.067)</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.454 (0.128)</td>
<td>0.548 (0.103)</td>
<td>0.612 (0.063)</td>
<td>0.523 (0.089)</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.194 (0.073)</td>
<td>0.320 (0.120)</td>
<td>0.401 (0.056)</td>
<td>0.529 (0.051)</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.378 (0.121)</td>
<td>0.534 (0.072)</td>
<td>0.689 (0.064)</td>
<td>0.827 (0.037)</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.383 (0.140)</td>
<td>0.670 (0.085)</td>
<td>0.744 (0.060)</td>
<td>0.880 (0.020)</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.418 (0.108)</td>
<td>0.787 (0.117)</td>
<td>0.883 (0.056)</td>
<td>0.864 (0.026)</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>0.180 (0.069)</td>
<td>0.280 (0.104)</td>
<td>0.382 (0.065)</td>
<td>0.488 (0.063)</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0.335 (0.152)</td>
<td>0.585 (0.059)</td>
<td>0.694 (0.052)</td>
<td>0.845 (0.024)</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.377 (0.110)</td>
<td>0.631 (0.122)</td>
<td>0.798 (0.055)</td>
<td>0.926 (0.017)</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.506 (0.161)</td>
<td>0.854 (0.050)</td>
<td>0.926 (0.044)</td>
<td>0.970 (0.005)</td>
</tr>
</tbody>
</table>

Figures 1-4 show a representative sample of the kinds of scatterplots which were observed from the experiments. The general nature of all of the experiments can be summarized by this sample.

Figure 1(a) shows an FDC scatterplot for a 10-5-1(#1) network (i.e. a 10 input, 5 hidden unit, 1 output MLP) with a single training pattern). Clearly, two error values dominate the sample, over the range of distances examined - one which is very close to the global minimum and one which is also the highest (worst) error value found ($E_2$). This result indicates that this error surface is largely dominated by two plateaus, and the small number of points at intermediate error values suggests that the transition between these two levels is relatively sharp. Note also that the high plateau is not seen until a distance of roughly $||w|| \approx 20$ from the global minimum. In this case, the area surrounding the global minimum is quite flat, which will cause problems for algorithms seeking to converge to the exact global minimum. In practice however, this may be less of a concern - any point with an error so close to zero would probably be sufficient to halt training.

In Figure 1(b) the number of training patterns has increased to 5 for a 10-5-1(#5) network. The observable effect is the appearance of a number of intermediate levels between the $E \approx 0$ and the $E \approx 2$ levels. In addition, the levels appear incrementally as the distance increases. This observation accounts for the higher correlation coefficient ($r = 0.5235$) compared to Figure 1(a). The levels are equidistant, separated by $E \approx 0.4$ in error. This result implies that the
number of levels are directly related to the number of training patterns in this experiment. Lastly, the number of intermediate points between the levels has increased. The overall impression is that the global minimum is now situated in a “smaller bowl”, in that walking a shorter distance from the global minimum leads to much worse error values. The number of points at a level close to the global minimum also drops off with increasing distance, again suggesting a unique global minimum and surrounding neighbourhood.

Increasing the number of training patterns further leads to an extension of these trends. Figure 2(a) shows the scatterplot for a 10-5-1(#10) network. A greater number of levels dominate the plot, though the levels themselves are becoming less defined as the number of points between them increases and as they become closer together. The rate at which higher error values appear moving away from the global minimum has also increased, indicating a reduced region around the global minimum with small error values (and producing a lower correlation value $r = 0.4330$. At a large distance, points with $E \approx 0$ are becoming increasingly rare.

---

**Fig. 1.** (a) FDC scatterplot; 10-5-1(#1) network; $r = 0.3846$. (b) FDC scatterplot; 10-5-1(#5) network; $r = 0.5235$.

**Fig. 2.** (a) FDC scatterplot; 10-5-1(#10) network; $r = 0.4330$. (b) FDC scatterplot; 1-1-1(#1000) network; $r = 0.1501$. 
The next scatterplot is a 1-1-1(#1000) net, shown in Figure 2(b). This small network with large training set produces a plot dominated by two levels similar to Figure 1(a). In this case however, the number of intermediate points has increased substantially, and as distance increases the number and magnitude of points with worse error values increases more rapidly (leading to a low $r = 0.1501$).

In Figure 3(a) (1-100-1(#1000) net), the levels which have dominated the above examples are all but gone. A significant number of points exist at one level at a value slightly above the global minimum, but only for smaller distances. A wide range of different error values is spread over the majority of the distance values. Note however that the intuition of a bowl surrounding the global minimum is supported with the smooth increase in worse error values moving away from the global minimum. The value of $r$ has increased significantly from Figure 2(b) to Figure 3(a), due mainly to the disappearance of the high plateau of points and the diminishing lower plateau for high values of distance from the global minimum.

A scatterplot produced by a 100-1-1(# 1000) experiment (Figure 3(b)) shows some similarity to Figure 2(b). Two levels of error dominate the scatterplot, but the level close to zero error is much more common, and appears even at large distances from the global minimum. A greater number of points appear between these levels than in Figure 2(b). Also, the higher error level has dropped to a smaller value ($E \approx 1.6$) than in previous figures.

Several of the experiments with larger networks (with moderate to large training sets) produced a scatterplot similar to that shown in Figure 4(a) (100-100-1(# 1000) network). Now the picture is of a unique global minimum, about which error steadily rises. The error values are concentrated into a tube, reinforcing the idea of a big-valley structure and suggesting an overall smoother surface where a multitude of different error values can be found within this tube.
Fig. 4. (a) FDC scatterplot; 100-100-1(#1000) network; $r = 0.9706$. (b) FDC scatterplot; 100-1-1(#1000) network; $r = 0.5748$.

6 Discussion

These results show that a number of different phenomena can be observed in the structure of MLP error surfaces. A small number of training patterns induces a number of distinct levels onto the error surface. For small values of inputs and hidden units, the number of levels was observed to have an upper bound of $(k+1)$, where $k$ is the number of training patterns. As the number of training patterns increases, the effect becomes more like a smoothing of the error surface - as levels blur together and intersect in various different ways. Restricted numbers of hidden units and inputs (e.g. Figures 2(b) and 3(b)) seem to be factors in producing levels in the scatterplots. As all three variables (inputs, hidden units, number of training patterns) become large, the error surface becomes globally smoother, with a near-continuous range of error values at various distances from the global minimum.

The above experiments attempt to describe the fundamentally different features of scatterplots observed. Nevertheless, several experiments produced plots whose behaviour can be described as some kind of combination of such features. An example is shown in Figure 4(b), for a 100-1-1(# 100) experiment. The “tube”-like structure seen in Figure 4(a) is evident for lower values of distance and error, but a two-leveled structure becomes increasingly prominent as distance increases (cf. Figure 3(b)). Three of the ten 100-1-1(# 100) experiments produced scatterplots similar to Figure 4(b), while the other seven closely resembled Figure 3(b). A more detailed study would be required to explain the interaction of these effects with varying numbers of inputs, hidden units and numbers of training patterns.

Overall, the FDC experiments indicate that the error surface has a complex structure. Furthermore, the structure of the error surface is sensitive to factors that are commonly varied when MLP’s are used - the number of inputs, number of hidden units and the number of training patterns. This observation suggests that the performance of an optimization algorithm can be expected to vary widely across different values for these variables, and across different training tasks. The positive values in Table 1 support the idea of a global big
valley structure in these MLP error surfaces. However, this picture is an oversimplification, as can be seen by the variety of structure in the FDC scatterplots above.

This paper has examined the error surfaces of student-teacher MLP network as a possible source of useful test functions for evaluating heuristic continuous optimization algorithms. The problems have most of the properties listed in Section 2 as desirable for test functions, including the capacity to exhibit a variety of different structural features (P7) in response to varying a small number of user parameters (P5). Although the known symmetries of error surfaces are related to the network topology, it seems unlikely that this would reduce their effectiveness as test functions (though further work is required to examine this possibility).

Heuristic global optimization algorithms typically do not require any knowledge about a problem other the ability to evaluate the objective function. Hence, it is straightforward to apply several of these algorithms to the student-teacher MLP training problem and compare their performance empirically, in relation to FDC scatterplots and the parameters of this problem domain. A large-scale application of the test problems to several optimization algorithms is an obvious, fundamental extension of the feasibility study presented in this paper.
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Abstract. This paper proposes a new algorithm for pattern extraction from Stratified Ordered Trees (SOT). It first describes the SOT data structure that renders possible a representation of structured sequential data. Then it shows how it is possible to extract clusters of similar recurrent patterns from any SOT. The similarity on which our clustering algorithm is based is a generalized edit distance, also described in the paper. The algorithms presented have been tested on text mining: the aim was to detect recurrent syntactical motives in texts drawn from classical literature. Hopefully, this algorithm can be applied to many different fields where data are naturally sequential (e.g. financial data, molecular biology, traces of computation, etc.)

1 Introduction

Much work has been done in fields as molecular biology [8], music [7] or text analysis to compare sequences of characters. In the past, an important amount of good results have been obtained on the exact matching problems between strings, areas or binary trees [4], [5]. Other approaches have dealt with approximate pattern matching. Some of them used dynamic programming techniques based on the notion of edit distance [9]; however, those techniques mainly consider flat sequential data, such as strings, without any structure. Some authors have attempted to replace flat sequential data by binary or n-ary ordered or non-ordered trees, but the inherent complexity of pattern extraction algorithms makes them intractable in general cases. It has been proved that some efficient procedures exist [11] under strict conditions, but the imposed restrictions preclude their use for practical machine learning problems. This paper shows that, by restricting the structured input to SOT, i.e. to Stratified Ordered Trees, it is possible to build a new efficient pattern extraction algorithm. This algorithm uses as input a huge SOT containing 100,000 or more nodes, and generates
clusters of small similar SOTs that appear to have multiple occurrences in the input SOT. The technique can be used in many different applications, the one presented here being text mining, i.e. the detection of approximate syntactical patterns with multiple occurrences in natural language texts. Of course, there are numerous other applications to machine learning in all domains where data are essentially sequential, as is the case with financial data, molecular biological data, etc.

The main body of the paper consists of four main parts. The first section briefly introduces the notion of SOT; the second recalls the classical definition of edit distance and shows how it has been generalized to be able to deal with SOTs. The third section presents the generation algorithm that builds the similarity graph and the clustering procedure which induces patterns with multiple approximate occurrences. The fourth and final section provides some information about the use of the algorithm on text mining and considers its efficiency in practical terms.

2 Stratified Ordered Trees

2.1 Ordered Trees

According to a classical definition, an ordered tree is a tree where left to right order between siblings is significant. All sequential data can obviously be represented with a depth-1 ordered tree. By adding levels to ordered trees, it is possible to organize data in a way that represents implicit background knowledge. For instance, a text, i.e. a sequence of characters, is a list of sentences, each of which is composed of words and punctuation marks. Therefore, it can be represented using a depth-3 tree that makes this structure explicit.

2.2 Sorts and Stratification

Ordered trees increase representation power and it is possible to detect similar subtrees, with respect to this data organization. It is also possible to extract general patterns that have multiple approximate occurrences. For instance, any specific recurrent sequence of syntactical groups extracted from a parsing tree may be detected without considering the corresponding words or their categories. Nevertheless, due to the high number of potential pairs of sub-trees recurrent pattern detection is intractable. To make it manageable, nodes are categorized into sorts in
such a way that two successfully matched nodes must be of the same sort. In other words, a match between two trees is valid if and only if the corresponding nodes in the matching are of the same sort.

In addition, we suppose that there exists a total order on the set of sorts and that, with respect to this order, the sort of the son(s) is identical to, or immediately follows that of the father. This constraint defines the so-called stratification and the resulting structure is a SOT — Stratified Ordered Tree —. More formally, by defining an ordered set, \( S \) (set of sorts), and a function \( \text{sort}(x) \) which associates a sort to each labeled node belonging to \( S \), we can specify a SOT as an ordered tree where each node sort is either equal to its father sort or to its immediate successor, except for the root which has no father. In case of syntactical trees resulting from natural language text parsing, it means that the ordered set of sorts \( S \) may contain five categories \{Text, Sentence, Syntagma, Category, Word\} such that Text < Sentence < Syntagma < Category < Word. Let us note that Syntagmas may correspond to syntactical groups or propositions, depending on the syntactical parser, and that they can be recursive. For instance, the son of a proposition may be a proposition.

3 Edit Distance and Similarity Measure

3.1 Edit model

Edit distances have been widely used to detect approximate string pattern matching [9] and a general overview of these techniques can be found in [1]. Let us just recall here some of the basic principles.

**Definition:** An *edition* is an operator that replaces one character or one sub-string of a string, or more generally one node of a tree, by another one. For instance, a substitution is an edition if it transforms a character of a string into another one in the same position. An insertion (respectively deletion) which inserts (respectively deletes) a character in a string is also an edition.

**Remark:** in the following, we note \( \mathcal{E} \) any set of editions, i.e. any set of transformations from a string or a tree, and \( \mathcal{E}_\text{std} \) the standard set of editions composed of the three basic operations, *substitution*, *deletion* and *insertion*.

**Definition:** An *edit distance* between two strings or two trees is based on the minimum number of editions that transform one string or one tree into another. For
instance, here is an edit transformation based on the standard set of editions from
the string “WHICH” to the string “THAT”:

```
W H I C H
Substitutions
T H A T
Deletion
```

**Fig. 1.** A set of editions that derives THAT from WHICH

It follows from this definition that the edit distance from “WHICH” to “THAT”, i.e.\[ \text{edit}_{\text{std}}(\text{WHICH}, \text{THAT}), \]
is lower than the cost of this transformation (Cf. fig. 1) which is equal to the sum of all the corresponding edition costs, i.e.\[ \text{cost}(\text{substitution}(W, T)) + \text{cost}(\text{substitution}(I, A)) + \text{cost}(\text{substitution}(C, T) + \text{cost}(\text{deletion}(H)). \]

### 3.2 Edit distance between strings

Let us now consider that strings $x$ and $y$ are given as two tables of length $n$ and $m$, i.e. as $x[1..n]$ and $y[1..m]$. Then it is possible to build a matrix $(n+1)\times(m+1)$ called $EDIT_{std}$ where $EDIT_{std}(i, j)$ is filled with the value of $edit_{std}(x[1..i], y[1..j])$ for $i \in [1..n]$ and $j \in [1..m]$, while $EDIT(0, j)$ corresponds to the cost of the insertion of $y(j)$ i.e. $\text{insertion}(y(j))$, and $EDIT(i, 0)$ to the cost of the deletion of $x(i)$, i.e. $\text{deletion}(x[i])$. A simple formula summarizes the way the matrix elements are computed:

\[
\begin{align*}
\text{edit}_{std}(x[1..i], y[1..j]) &= \min \\
&\left[ \begin{array}{c}
\text{edit}_{std}(x[1..i-1], y[1..j]) + \text{deletion}(x(i)) \\
\text{edit}_{std}(x[1..i-1], y[1..j-1]) + \text{substitution}(x(i), y(j)) \\
\text{edit}_{std}(x[1..i], y[1..j-1]) + \text{insertion}(y(j))
\end{array} \right]
\end{align*}
\]

where $\text{deletion}(x(i))$, $\text{insertion}(y(j))$ and $\text{substitution}(x(i), y(j))$ correspond to the cost of respectively the deletion of $x(i)$, the insertion of $y(j)$ and the substitution of $x(i)$ by $y(j)$.

This recursive definition is appropriate for computation since the distance between two chains of size $n$ is obtained from the distance between chains with a size less than $n$. Since the edit distance increases with the size of the chains, the closest pairs will be computed first. So, given a threshold beyond which pairs of chains are not considered as similar, it will be easy to discard pairs of chains when some of their sub-chains have already been discarded.
3.3 Extension of the edit model to SOTs

The edit model can easily be extended to SOTs (Stratified Ordered Trees). It is just to remark that the left-hand exploration (i.e. the pre-order) of a SOT unambiguously represents it as a list of node occurrences. Due to the stratification of SOTs, the node sorts refer directly to their level in trees. This representation is unambiguous since if the subsequent node sort is greater than the current node sort, it is its son ; if it is equal it is its brother ; if it is lower, it is one of its ancestors.

Therefore the comparison of sequences of nodes resulting from the left-hand exploration of two trees is equivalent to the comparison of those trees. Taking this remark into account, the edit distance between two SOTs is equivalent to the edit distance between the sequences of nodes resulting from the left-hand exploration of those SOTs. In a more formal way, by denoting \( lhe(T) \) the left-hand exploration of SOT \( T \), the edit distance \( \text{edit}(T, T') \) between two SOTs \( T \) and \( T' \) can be expressed by \( \text{edit}_{\text{ild}}(lhe(T), lhe(T')) \).

1. The Whole Processing Chain

To summarize, the whole processing chain that transforms a natural language text into a set of frequent patterns is given below (fig. 2)

![Fig. 2. The whole processing chain](image)

The main input of the system consists of a natural language text that is a sequence of sentences, each being affirmative, interrogative or exclamatory. A natural language analysis performs the first step, through parsing or categorization. It associates labels to words (noun, verb, etc.) and to groups of words (noun group, verb group, etc.). Since the paper is not focused on this natural language analysis, the parser and the categorization process used are not described in detail. We shall just focus on the generality of the approach that has as input any natural language parsing tree with different grammar and different sets of labels. The important point is that the analysis transforms texts into trees or forests, i.e. into sequences of trees, which means that general graphs are excluded. Most of the time, trees are layered, i.e. depending on the
level of the trees, labels belong to distinct classes. For instance, one level corresponds to non-recursive syntagmas, i.e. noun groups or verb groups; the second to word categories, i.e. articles or nouns; the third to attributes like gender or number; the following one to lemma, i.e. canonical forms of verbs or nouns, and the last to words as they appear in sentences. Note that our approach is not restricted to syntactical decomposition in non-recursive groups. The only limitation is that the result of the analysis has to be structured in a Stratified Ordered Tree (SOT).

2. The Similarity Graph

Using the edit distance, a labeled graph called the similarity graph is built making the distances between patterns explicit when they do not go beyond a fixed threshold.

4.1.1 Patterns

This similarity graph is of crucial importance; it constitutes the main input of the clustering module and includes all the patterns that generalize sub-trees of the input SOT. This implicit generalization is a key-point in the overall algorithm, since it generates all general patterns including non-balanced ordered trees. In the case of natural language parsing trees, generated patterns may look like the following:

![Fig. 3. A non-balanced pattern covering "Elle exécuta ce qu'elle avait projeté:"

Note that in Vergne [10] parsing formalism Group is a kind of syntagmas that refers to a syntactical group while Center, Periph and Connect are syntactical categories corresponding to the central or peripheral role of the word in the syntactical group and to a connector (here an external connector, i.e. a punctuation mark).

4.1.2 Computing the Similarity Graph

To compute the similarity graph, all pairs of patterns $T_1$ and $T_2$ have to be produced and then the value of the edit distance from $T_1$ to $T_2$ has to be checked. The upper
bound of the computational complexity of this algorithm is $|S(T)|^2$, $S(T)$ being the set of all sub-trees of $T$. However, it may be considerably reduced using properties of the edit distance on which the similarity graph relies.

Given any total order $<_e$ on patterns, the symmetry of the edit distance reduces the test to ordered pairs of patterns $\{T_1, T_2\}$ where $T_1 <_e T_2$.

A second important property of the edit distance comes from the restriction to the standard set of editions, i.e. to the three basic operations insertion, deletion and substitution. Let us now suppose that $T_1 \leq_e T_2$, and that $\text{edit}(T_1, T_2) \geq 0$. It is then easy to prove that $\text{edit}(T_1, T_3) \geq 0$ for any $T_3$ such that $T_2 \leq_e T_3$.

### 4.2 Pattern extraction

The last step is the pattern extraction. Since the similarity graph records all similarities between patterns, it is natural to extract clusters of similar patterns from this graph. However, the way in which we can build such clusters may differ.

The classical approach is to detect highly connected sub-graphs of the similarity graph [4], [5]. However, for many reasons, this approach appears to be inappropriate to solve our problem. A more satisfactory approach is adopted here. Called the “center star” algorithm, it has been introduced by Gusfield [2] to detect homology on molecular biology data. Then Rolland and Ganascia [7] developed and applied it to extract patterns in music. As this approach has already been published, we shall not describe it here in detail. Let us just define a star centered on $N$ as a graph of which all vertices contain node $N$. In other words, a star centered on $N$ is composed of all nodes $P$ such that the pair $\{N, P\}$ is a vertex.

To each node $N$ of the similarity graph is associated its centered star that is ranked taking into account two criteria: the number of nodes belonging to it and their similarity to the center. The following formula provides a way to evaluate the centered star associated to each node of the similarity graph and to classify it:

$$\text{star\_value}(N) = \sum_{\{N'/\text{Sim}(N,N')\leq\text{Similarity\_graph}\}} \text{similarity}(N,N')$$

Once the similarity graph has been built, this function is easy to compute. However, the evaluation of each arc of the similarity graph, i.e. its similarity, has to be derived from the edit distance that needs to be converted. Given a distance (here the edit distance), many different similarity measures can be introduced such that they obey the classical definition.

Because the edit distance heavily depends on the length of patterns, we have introduced this length in the similarity formula. It means that the error ratio, i.e. the
number of tolerated deletions, insertions and substitutions, depends on the size of the patterns considered. Among the possible formulae the following has been proved to be efficient and useful in practice, even if some others have been tested without substantially modifying the results.

\[ s_\alpha (i, j) = \frac{1}{1 + \alpha \times \text{edit}(i, j)/\min(\text{length}(i), \text{length}(j))^4} \]  

(3)

Remark: \( \alpha \) is a positive number acting as a parameter. Its current value is fixed to 0.01 in all our experiments. However, it was experimentally modified from 0.05 to 0.001 without notably changing the obtained results.

Using any similarity measure, the “center star” algorithm first computes all the star evaluations for all nodes of the similarity graph, then the best star is selected and the nodes belonging to it are discarded from the similarity graph before the process iterates.

5 Evaluation

The generated patterns are mathematically specified as recurrent sub-trees, i.e. as sub-trees with multiple occurrences. Edit distance renders possible to extend this definition to approximate occurrences; clustering makes it possible to specify the minimum number of occurrences belonging to patterns. As a consequence, the global evaluation of the overall algorithm does not relate to the nature of the results which are perfectly specified, but to the practical complexity and to the usefulness of the system. This is the reason why it was evaluated on some practical application.

5.1 Application to syntactical pattern extraction

Among many applications of our algorithm, we focus here on the extraction of syntactical patterns resulting from syntactical analysis of natural language texts. The goal of this application is to detect some recurrent syntactical patterns in natural language texts, i.e. patterns with multiple approximate occurrences. There are three reasons for doing this research. The first is to characterize the personal style of authors as we claim that the style of writing is embedded within their choice of syntactical structure and lexicon. The second reason is educational. Our aim is to help school children, students or young writers to evaluate the richness and the diversity of their own writing style, to identify classical mistakes and propose corrections. The third reason is an academic one. The science of language, linguistics, could take
advantage of such a study in order to distinguish different registers of language and to characterize them.

The system was tested on more than 75 18th and 19th centuries short stories and novels written by Madame de Lafayette, Guy de Maupassant, Alphonse Allais, Marcel Schwob, Alphonse Daudet, Eugène Mouton, Hégésippe Moreau and George Sand, among others. The texts were first parsed using the Vergnes-98 analyzer [10] and then the resulting sequence of syntactical trees was transformed into one SOT.

5.2 Efficiency

We studied the empirical complexity by relating execution time in seconds to input size in thousands of words, by reporting it on a log-log scale, and by applying a linear regression algorithm. It clearly appears (see figure 4) that the regression coefficient (i.e. the slope of the line) is equal to 2, which empirically shows that the temporal complexity is quadratic.

![Running time (LOG LOG scale)](image)

Fig. 4. Empirical Evaluation on 75 Short Stories and Novels (with the same parameters)

This first empirical result is highly satisfactory since the theoretical complexity of our algorithm is at least quadratic with the size of the input text. It comes from the way our algorithm computes the similarity graph, by exploring all the pairs of patterns. Because of the tree structure of texts, the number of sub-trees is linear with the number of sentences, so the global complexity cannot be any lower. To avoid misunderstanding, it should be said that in the case of exact repetition [4] the procedure is clearly more efficient, but not in the case of approximate matching, as it is the case. On the other hand, the center star algorithm that is a greedy algorithm,
appears to be linear with the size of the similarity graph, i.e. quadratic with the number of nodes it contains. Here again, the complexity should not be any lower. The system has been implemented in C++ and tests are run on a Macintosh G3, with a 300 MHz processor. Extracting patterns from short stories takes a few seconds while, in the case of full novels, it may take one hour or more. This means in practice that it is possible to apply our algorithm to extract patterns that are characteristic of full books, but not to deal with the lifetime work of an author. However, as we shall see in the next subsection, it can already be of great help.

5.3 Examples of extracted patterns

The pattern extraction program is completed by a discrimination procedure. Given two texts, this procedure detects the recurrent patterns covering multiple occurrences of some syntactical structure in the first text without detecting any occurrence of this structure in the second. This discrimination procedure has been employed to detect syntactical structures characteristic of one author, i.e. that distinguish this author from others. The author chosen was Madame de Lafayette, and the two texts, a short story entitled *La comtesse de Tende* and a famous novel, *La princesse de Clèves*. More than 25 short stories from three 19th century authors, Guy de Maupassant, Georges Sand and Marcel Schwob, were used by the discrimination procedure.

Fig. 5. Three Patterns present in the Lafayette texts without any occurrences in other texts

Among others, the first pattern (cf. fig. 5) covers the following French expression: "de le supplier", "de l'éviter", "de l'aimer", and others like "de la tromper", "à le servir", "pour l'obliger" etc. The second covers "d'en avoir", "d'en attendre", "d'en garantir", "d'en faire" etc. but also, "sans en avoir" and others which appear to have a very similar structure. While the third covers the following three fragments "admirablement bien faits", "parfaitement bien faits", "très bien fait".

There are many others specific syntactical patterns characteristic of Madame de Lafayette. Among those, here is a syntactical structure which is frequently repeated:
Fig. 6. A syntactical structure characteristic of Madame de Lafayette writings

It closely covers all those fragments (and others in Madame de Lafayette's work) whereas it is virtually absent from the other authors: "Le prince de Navarre prit la parole ;", "La reine de Navarre avait ses favorites ", "Monsieur de Nemours prit la reine dauphine", "Madame de Clèvcs ne répondit rien", "Le comte de Tende aimait déjà le chevalier de Navarre ;", "La passion de la reine surmonta enfin toutes ses irrésolutions. ", etc.

There exists also many fragments less closely covered by this pattern. For instance: "Madame de Chartes avait une opinion opposée", "Le comte de Tende sentit son procédé dans toute sa dureté ;", "La comtesse reçut ce billet avec joie", "L'humeur ambitieuse de la reine lui faisait trouver une grande douceur à régner", etc.

There are also some very surprising results. For instance, in most of those phrases (more than 80%), the word "comte" which means count in French and refers to a member of the aristocracy, is matched against other words like "prince", "madame" (i.e. madam), "monsieur" (i.e. sir), "reine" (i.e. queen) and "comtesse" (i.e. countess). Since no semantics has been given, this example shows how the syntax may convey semantics. As the reader might well imagine, there are many other hypotheses that may be investigated using this procedure.

All those results were presented to experts of French literature. They recognize some of the pattern as characteristic of the 18th century style of writing, while others seemed to be more specific to Madame de Lafayette. We are now currently integrating our program to a reading environment.

Note that there exists already many Computer-Assisted Research on Literature (CARL) known as stylometric analysis [3], [6]. However, those studies are based on the words, on their repetition, on their size, on their number or on their categories, not on the syntactical structure.
6 Conclusions and Future Research

We have developed a general pattern extraction algorithm working on a SOT. An application to syntactical pattern extraction shows the viability of this algorithm on real life problems. We are now programming a visual interface that displays these results. This program may be applied to many different problems where data are sequential, for instance financial analysis or molecular biology.

Among all the possible applications, one is now under development; it is to analyze traces of computation. Our algorithm is particularly well adapted because traces are easily expressed using a SOT. The two main goals of such an investigation of computing traces are to study the use of new information technology and to detect frequent patterns of commands which are the seeds of new macro operators. In other words, the algorithm can be used to build intelligent learning agents.
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Abstract. Probabilistic classifiers are developed by assuming generative models which are product distributions over the original attribute space (as in naive Bayes) or more involved spaces (as in general Bayesian networks). While this paradigm has been shown experimentally successful on real world applications, despite vastly simplified probabilistic assumptions, the question of why these approaches work is still open.

This paper resolves this question. We show that almost all joint distributions with a given set of marginals (i.e., all distributions that could have given rise to the classifier learned) or, equivalently, almost all data sets that yield this set of marginals, are very close (in terms of distributional distance) to the product distribution on the marginals; the number of these distributions goes down exponentially with their distance from the product distribution. Consequently, as we show, for almost all joint distributions with this set of marginals, the penalty incurred in using the marginal distribution rather than the true one is small. In addition to resolving the puzzle surrounding the success of probabilistic classifiers our results contribute to understanding the tradeoffs in developing probabilistic classifiers and will help in developing better classifiers.

1 Introduction

Probabilistic classifiers and, in particular, the archetypical naive Bayes classifier, are among the most popular classifiers used in the machine learning community and increasingly in many applications. These classifiers are derived from generative probability models which provide a principled way to the study of statistical classification in complex domains such as natural language and visual processing.

The study of probabilistic classification is the study of approximating a joint distribution with a product distribution. Bayes rule is used to estimate the conditional probability of a class label $y$, and then assumptions are made on the model, to decompose this probability into a product of conditional probabilities.

$$Pr(y|x) = Pr(y|x^1, x^2, \ldots, x^n) = \prod_{i=1}^{n} Pr(y|x^1, \ldots, x^{i-1}, y) \frac{Pr(y)}{Pr(x)} = \prod_{j=1}^{n'} Pr(y^j|y) \frac{Pr(y)}{Pr(x)},$$

where $x = (x^1, \ldots, x^n)$ is the observation and the $y^i = g_j(x^1, \ldots, x^{i-1}, x^i)$, for some function $g_j$, are independent given the class label $y$.

While the use of Bayes rule is harmless, the final decomposition step introduces independence assumptions which may not hold in the data. The functions $g_j$ encode the probabilistic assumptions and allow the representation of any Bayesian network, e.g., a Markov model. The most common model used in classification, however, is the naive
Bayes model in which \( \forall j, g_j(x^1, \ldots, x^{i-1}, x^i) \equiv x^i \). That is, the original attributes are assumed to be independent given the class label.

Although the naive Bayes algorithm makes some unrealistic probabilistic assumptions it has been found to work remarkably well in practice [4,13]. Roth [10] develops a partial answer to this unexpected behavior using techniques from learning theory. It is shown that naive Bayes and other probabilistic classifiers are all “Linear Statistical Query” classifiers; thus, PAC type guarantees [12] can be given on the performance of the classifier on future, previously unseen data, as a function of its performance on the training data, independently of the probabilistic assumptions made when deriving the classifier. However, the key question that underlies the success of probabilistic classifiers is still open. That is, why is it even possible to get good performance on the training data, i.e., to “fit the data”\(^1\) with a classifier that relies heavily on extremely simplified probabilistic assumptions on the data?

This paper resolves this question and develops arguments that could explain the success of probabilistic classifiers and, in particular, that of naive Bayes. We start by quantifying the optimal Bayes error as a function of the entropy of the data. We develop upper and lower bounds on this term, and discuss where do most of the distributions lie relative to these bounds. While this gives some idea as to what can be expected in the best case, we would like to quantify what happens in realistic situations, when the probability distribution is not known. Quantifying the penalty incurred due to the independence assumptions allows us to show its direct relation to the distributional distance between the true (joint) and the product distribution over the marginals used to derive the classifier. This is used to derive the main result of the paper which, we believe, explains the practical success of product distribution based classifiers. Informally, we show that almost all joint distributions with a given set of marginals (that is, all distributions that could have given rise to the classifier learned\(^2\)) are very close to the product distribution on the marginals - the number of these distributions goes down exponentially with their distance from the product distribution. Consequently, the error incurred when predicting using the product distribution is small for almost all joint distributions with the same marginals.

There is no claim in this paper that distributions governing “practical” problems are sampled according to a uniform distribution over these marginal distributions. Clearly, there are many distributions for which the product distribution based algorithm will not perform well (e.g., see [10]) and in some situations, these could be the interesting distributions. The counting arguments developed here suggest, though, that “bad” distributions are relatively rare.

Finally, we show how these insights may allow one to quantify the potential gain achieved by the use of complex probabilistic models thus explaining phenomena observed previously by experimenters.

It is important to note that this paper ignores small sample effects. We do not attend to learnability issues but rather assume that good estimates of the statistics required by the classifier can be obtained; the paper concentrates on analyzing the properties of the resulting classifiers.

---

1 We assume here a fixed feature space; clearly, by blowing up the feature space it is always possible to fit the data.

2 Or, equivalently, as we show, almost all data sets with this set of marginals.
2 Preliminaries

We consider the standard binary classification problem in a probabilistic setting. In this model one assumes that data elements \((x, y)\) are sampled according to some arbitrary distribution \(P\) on \(\mathcal{X} \times \{0, 1\}\). \(\mathcal{X}\) (e.g., \(\mathcal{X} = \mathbb{R}^M\)) is the instance space and \(y \in \{0, 1\}\) is the label. The goal of the learner is to determine, given a new example \(x \in \mathcal{X}\), its most likely corresponding label \(y(x)\), which is chosen as follows:

\[
y(x) = \arg\max_{i \in \{0, 1\}} P(y = i | x) = \arg\max_{i \in \{0, 1\}} P(x | y = i) \frac{P(y = i)}{P(x)}.
\]

We define the following distributions over \(\mathcal{X}\): \(P_0 \doteq P(x | y = 0)\) and \(P_1 \doteq P(x | y = 1)\). With this notation, the Bayesian classifier predicts \(y = 0\) iff \(P_0(x) > P_1(x)\).

Throughout the paper we will use capital letters \((X, Y, Z)\) to denote random variables and lower case \((x, y, z)\) to denote particular instantiation of them. \(P(x)\) refers to the probability of random variable \(X\) taking on value \(x\). \(P^n(\cdot)\) refers to the joint probability of observing a sequence of \(n\) i.i.d samples distributed according to \(P\).

**Definition 1.** Let \(X = (X^1, X^2, ..., X^M) \in \mathcal{X}\) be a random vector and \(P\) a probability distribution over \(\mathcal{X}\). The marginal distribution of the \(i\)th component of \(X\) \((P^i)\) and the product distribution \((P_m)\) induced by \(P\) over \(\mathcal{X}\) are defined, resp. as \(P^i = \sum_{X^j \in \mathcal{X}^j} P(X)\); \(P_m = \prod_i P^i\). \(P_m\) is identical to \(P\) under the assumption that the components \(X^i\) of \(X\) are independent of each other. We sometimes call \(P_m\) the marginal distribution of \(P\).

**Definition 2 (Entropy; Kullback-Leibler Distance).** For probability distributions \(P, Q\) over \(\mathcal{X}\) the entropy of \(P\) and the Kullback-Leibler distance between \(P\) and \(Q\) and the conditional entropy of a random variable \(x\) given \(y\), are defined, resp. by

\[
H(P) = -\sum_{x \in \mathcal{X}} P(x) \log P(x) \ ; \ D(P||Q) = \sum_{x \in \mathcal{X}} P(x) \log \frac{P(x)}{Q(x)} \ ; H(x|y) = -\sum_{x \in \mathcal{X}} \sum_{y \in \{0, 1\}} P(x, y) \log P(x|y)
\]

3 Bayes Optimal Error and Entropy

Given a sample \(\{(x, y)\}_1^n\) sampled according to \(P\) we are interested in studying the optimal Bayes error achievable on it. Assuming, for simplicity, that the two classes are equally likely \((P(y = 1) = P(y = 0) = \frac{1}{2})\), the optimal Bayes error is given by \(\frac{1}{2}P_0(\{x | P_1(x) > P_0(x)\}) + P_1(\{x | P_0(x) > P_1(x)\})\).

**Lemma 1.** [2] The Bayes optimal error under the uniform class prob. assumption is:

\[
\epsilon = \frac{1}{2} - \frac{1}{4} \sum_x |P_0(x) - P_1(x)|. \tag{1}
\]

Note that \(P_0(x)\) and \(P_1(x)\) are independent quantities and can be changed without influencing each other. [2] also gives the relation between the Bayes optimal error and the entropy of the class label conditioned upon the data, \(P(y|x)\).

\[
- \log(1 - \epsilon) \leq H(P(y|x)) \leq -\epsilon \log \epsilon - (1 - \epsilon) \log(1 - \epsilon), \tag{2}
\]
where the left hand side inequality is same as the Fano’s inequality \[1\] and the right side follows by the direct application of the Jensen’s inequality. However, \(P(y|x)\) is typically not always available and thus the use of this bound depends on learning a probabilistic classifier. Now we derive a relation between the lowest achievable Bayes error and the conditional entropy of the input data given the class label thus allowing for an assessment of the optimal performance of the Bayes classifier just by looking at the given data. Naturally, the relation obtained between error and entropy is much loser, compared to the one given in Eqn\[2\] as has been documented in previous attempts to develop bounds of this sort\[5\]. We assume a domain of size \(M, x \in \{0, 1, \ldots, M-1\}\) and \(y \in \{0, 1\}\). Let \(H_b(p)\) denotes the binary entropy \(H_b(p) = -(1-p) \log(1-p) - p \log p\) Then we have:

**Theorem 1.** Assuming equal class probabilities and an optimal Bayes error of \(\epsilon\), the conditional entropy \(H(x|y)\) of input data conditioned upon class label is bounded by

\[
\frac{1}{2} H_b(2\epsilon) \leq H(x|y) \leq H_b(\epsilon) + \log \frac{M}{2}. \tag{3}
\]

We prove the theorem using the following sequence of lemmas (For proofs, please see [8]). For simplicity, our analysis assumes that \(M\) is an even number. The general case follows similarly.

**Lemma 2.** Consider two probability distributions \(P, Q\) defined over \(x \in \{0, 1, \ldots, M-1\}\). Let \(p_i = P(x = i)\) and \(q_i = Q(x = i)\). Assume that the two distributions are constrained such that \(\sum_i |p_i - q_i| = \alpha\). Then the sum of the entropy \((H(P) + H(Q))\) of two distributions is maximized when for some \(0 \leq K \leq M\),

\[
\forall i : 0 \leq i \leq K\ p_i = c_1, \ q_i = d_1 \quad \forall i : K < i \leq M\ p_i = c_2, \ q_i = d_2
\]

Where \(c_1, c_2, d_1, d_2\) are some constants (which are functions of \(\alpha, K, M\)).

**Lemma 3.** The entropy \(H(P) + H(Q)\) from Lemma 2 achieves maxima at \(K=M/2\).

When \(M\) is odd, due to the concavity and symmetry of the entropy function, maximum entropy is achieved when \(K\) is either \(\frac{M+1}{2}\) or \(\frac{M-1}{2}\).

The next lemma is used later to develop the lower bound on the conditional entropy.

**Lemma 4.** Let \(P, Q\) be probability distributions such that \(\sum_i |p_i - q_i| = \alpha\). The sum \(H(P) + H(Q)\) of their entropies is minimized when for some \(K\) and some \(j, 0 \leq j \leq K, p_j = \frac{\alpha}{2}\) and \(\forall i : 0 \leq i \leq K, i \neq j, p_i = 0\) and \(\forall i : 0 \leq i \leq K, q_i = 0\). And for some \(j : K < j \leq M, p_j = 1 - \frac{\alpha}{2}, q_j = 1\) and \(\forall i \neq j : K < i \leq M, p_i, q_i = 0\). That is,

\[
P = \{p_1 = 0, \ldots, p_j = \frac{\alpha}{2}, 0, p_K = 0, \ldots, p_i = 1 - \frac{\alpha}{2}, \ldots, 0\} \quad Q = \{0, 0, 0, 0, \ldots, p_i = 1, 0, \ldots, 0\}
\]

Now we are in a position to prove Theorem 1. Lemma 2 and 3 are used to prove the upper bound and Lemma 4 is used to prove the lower bound on the entropy.
Although somewhat counterintuitive, consider:

Theorem 2.

Consider a probability distribution over \( x \) given by \( P = [p_0, ..., p_M-1] \) and assume that \( H(p) \leq \log \frac{M}{2} \). Then, \( \forall \delta : 0 < \delta < \frac{1}{M} \), the distribution \( Q \) defined by \( q_i = \frac{1}{M} + \delta(p_i - \frac{1}{M}) \), \( \forall i \) satisfies \( H(Q) > \log \frac{M}{2} \).
Fig. 1. The relation between the error and the conditional entropy of the data. The shaded region represents the feasible region (the distributions with the corresponding error and entropy are realizable). The dotted curve gives the empirical distribution of the joint distributions over a given set of input features.

**Proof:** To show that $H(Q) > \log \frac{M}{2}$ consider $H(Q) - \log \frac{M}{2} = -\sum_{i=1}^{M} q_i \log \left( q_i \frac{M}{2} \right)$. Now if $0 < \delta < 1$ then it is straightforward to see that $\forall i, q_i > 0$, and if $0 < \delta < \frac{1}{M}$ then $\forall i, \frac{M}{2} q_i < 1$, implying that $H(Q) > \log \frac{M}{2}$. Since $H(P) \leq \log \frac{M}{2}$, $P \neq Q$. Hence, for each $\delta$ we have defined a 1-1 mapping of distributions with entropy below $\log \frac{M}{2}$ to those with entropy above it. 

Consequently, the number of distributions with entropy above $\log \frac{M}{2}$ is at least as much as the number of those with entropy below it. This is illustrated using the dotted curve in Figure 1 for the case $M = 4$. For the simulations we fixed the resolution and did not distinguish between two probability distributions for which the probability assignments for all data points is within some small range. We then generated all the conditional probability distributions and their (normalized) histogram. This is plotted as the dotted curve superimposed on the bounds in Figure 1. It is evident that most of the distributions lie in the high entropy region, where the relation between the entropy and error in Thm. 1 carries useful information.

### 4 Classification Error

While previously we bounded the Bayes optimal error assuming the correct joint probability is known, in this section we start investigating the more interesting case – the mismatched probability distribution. We assume that the learner has estimated a probability distribution that is different from the true joint distribution. The performance measure used in our study is the probability of error. We can look at the probability of misclassification from the perspective of hypothesis testing. That is, this is the probability of misclassifying a sample as coming from hypothesis $H_0 \sim P_0(X^1, \ldots, X^M)$ when it actually came from $H_1 \sim P_1(X^1, \ldots, X^M)$, and vice versa. Although slightly different from the standard classification problem, the hypothesis testing framework provides two advantages. It provides tools for the analysis of the mismatched probability distributions and at the same time, allows one to analyze the asymptotic probability of error. Since it is assumed that the distributions $P_0, P_1$ have already been estimated from data, this per-
Theorem 3. (Modified Stein’s Lemma) Let $X_1, ..., X^n$ be i.i.d. $\sim Q$. Consider the hypothesis test between two hypotheses $Q \sim P_0$, and $Q \sim P_1$. Let $A_n$ be the acceptance region for hypothesis $H_0 = Q \sim P_0$. The probabilities of error can then be written as $\alpha_n = P_0^A(A_n)$; $\beta_n = P_1^n(A_n)$. Assume $P_0'$ is used instead of $P_0$ for the likelihood ratio test. Then if $A_n$ is chosen such that $\alpha_n < \epsilon$, then the type II error ($\beta$) is given by

$$\lim_{\epsilon \to 0} \lim_{n \to \infty} \frac{1}{n} \log \beta_n^\epsilon = -D(P_0||P_1)$$

In practice, however, rather than the true joint distribution over the samples, the induced product distribution (derived using conditional independence assumptions) is used. The standard Stein’s lemma doesn’t hold in this case and we prove a modified version of it for this case.

Theorem 3. (Modified Stein’s Lemma) Let $X_1, ..., X^n$ be i.i.d. $\sim Q$. Consider the hypothesis test between two hypothesis $Q \sim P_0$, and $Q \sim P_1$. Let $A_n$ be the acceptance region for hypothesis $H_0 = Q \sim P_0$. The probabilities of error can then be written as $\alpha_n = P_0^A(A_n)$; $\beta_n = P_1^n(A_n)$. Assume $P_0'$ is used instead of $P_0$ for the likelihood ratio test. Then if $A_n$ is chosen such that $\alpha_n < \epsilon$, then the type II error ($\beta$) is given by

$$\lim_{\epsilon \to 0} \lim_{n \to \infty} \frac{1}{n} \log \beta_n^\epsilon = -D(P_0||P_1) = -E_{P_0}(\log \frac{P_0'}{P_1})$$

For the proof, please refer to [3]. By writing $D_{P_0}(P_0'||P_1)$ in a more recognizable form, the asymptotic bound on the error can be written as

$$\frac{1}{n} \log(error) \leq -D_{P_0}(P_0'||P_1) = -D(P_0||P_1) + D(P_0||P_0')$$

The first term on the right hand side of Eqn[3] is the same as the one in the original Stein’s Lemma. Since Stein’s lemma gave the minimum error achievable by any algorithm, we can’t do better than this quantity which can be viewed as a “baseline” term. Improving the approximation affects the second term - the distance between the true distribution and the approximation - which acts as the actual penalty.

Although the bound is derived under the assumption that only the distribution corresponding to one hypothesis is approximated, a similar bound can be derived for the more general case (when the distributions corresponding to both hypothesis are unknown) under the condition that $P_1(x) \leq K P_1'(x)$ for some finite $K$. In this case, the bound will be given by $\log D_{P_0}(P_0'||P_1)$. The condition is fairly general and always holds for product distributions. However, the bound given by Eqn[3] highlights some basic properties of the distributions and will be analyzed in the rest of the paper. The general case follows similar arguments. Eqn[3] shows that the additional penalty term is related to $D(P_0||P_0')$, for the purpose of the analysis of the performance, we study performance using error on the sample.
with \( P_0 \) being the true distribution and \( P_0' \) the approximation. In the special case when both \( P_1 \) and \( P_0' \) are product form distributions, we have

\[
D_{P_0}(P_0'||P_1) = \sum_x P_0(x) \log \frac{P_0'(x)}{P_1(x)} = \sum_{x^1, x^2, \ldots, x^n} P_0(x^1, x^2, \ldots, x^n) \sum_i \log \frac{P_0(x^i)}{P_1(x^i)}
\]

\[
= \sum_i P_0(x^i) \log \frac{P_0(x^i)}{P_1(x^i)} = D(P_0'||P_1) = D(P_0||P_1) - D(P_0||P_0') \tag{9}
\]

**Corollary 1.** If both \( P_0' \) and \( P_1 \) are product distributions then \( \frac{1}{n} \log(\text{error}) \leq -D(P_0'||P_1) \), i.e. the bound is independent of the joint distribution and depends just on the marginals.

## 5 Density of Distributions

Let \( P_m \) be the product distribution induced by \( P \). As mentioned before, given data sampled according to \( P \), probabilistic algorithms estimate \( P_m \) and use it for classifying future data. In this section we explain why making classifications using an induced product distribution rather than the true joint distribution works well in practice.

Given the bound in Eq. 8 classifying data from \( P \) using \( P_m \) incurs penalty \( D(P||P_m) \) (in addition to the baseline term there, which reflects the error any classifier must make). This section shows that given \( P_m \), for almost all distributions \( P \) that induce \( P_m \), the error term \( D(P||P_m) \) is small; equivalently, as we show, for almost all data sets sampled according to distributions that induce \( P_m \), the error term is small.

For analysis, discrete domain \( \{0, 1\}^m \) is assumed (although it can be extended to the case of continuous random variables). The analysis is based on the method of types \([1]\) which allows one to study the number of sequences of length \( n \) that can be observed when sampling according to distribution \( P \). We first provide some preliminaries.

**Definition 3.** Let \( x = \{x_1, \ldots x_n\} \) be a sequence of \( n \) symbols from an alphabet \( \mathcal{H} \). The type \( P_x \) (or empirical probability distribution) of a sequence \( x_1, \ldots, x_n \) is the relative proportion of occurrences of each symbol of \( \mathcal{H} \), i.e. \( P_x = \frac{N(a|x)}{n} \) for all \( a \in \mathcal{H} \), where \( N(a|x) \) is the number of times symbol \( a \) occurs in the sequence \( x \in \mathcal{H}^n \).

**Definition 4.** Let \( \mathcal{P}_n \) denotes the set of types with denominator \( n \) (i.e. set of empirical probability distributions derived from sequences of length \( n \)). For \( P \in \mathcal{P}_n \), the set of sequences of length \( n \) and type \( P \) is called the type class of \( P \), denoted \( T(P) \).

**Example 2.** Let \( \mathcal{H} = \{1, 2, 3\} \), \( x = 11321 \). The type \( P_x \) is \( P_x(1) = 3/5, P_x(2) = 1/5, P_x(1) = 1/5 \). The type class of \( P_x \) is the set of all sequences of length 5 with three 1’s, one 2 and one 3. There are 20 such sequences, that is \( |T(P_x)| = 20 \).

Notice the similarity to the case studied in this paper (with \( \mathcal{H} = \{0, 1\}^M \)). All data sets in \( T(P_x) \) induce the same product distribution \( P_x \) conditional entropy of a random variable \( x \) given \( y \)
Theorem 4. For any probability distribution $P \in \mathcal{P}_n$, \(\frac{1}{(n+1)\ln|\mathcal{H}|}2^{nH(P)} \leq |T(P)| \leq 2^{nH(P)}\). That is, within a polynomial approximation $|T(P)| = 2^{nH(P)}$. (Here $|\mathcal{H}|$ is the alphabet size.)

We note that it is possible to write an exact term for $|T(P)|$ as a multinomial; $|T(P)| = \frac{n!}{\prod_{a \in \mathcal{H} (nP(a))!}$ where $(nP(a))$ is the expected number of time one observes symbol $a$ in a sequence of length $n$. However, we will use the powerful relation to entropy and thus to prediction error. The following lemma uses the concept of sample entropy defined as $-\frac{1}{n} \log P^n(x_1, x_2, \ldots, x_n) = -\sum_{a \in \mathcal{H}} \frac{N(a)}{n} \log P(x = a)$. Here $N(a)$ refers to the number of time $x = a$ is observed in the sample (i.i.d) of length $n$. We know that as $n \to \infty$, $\frac{N(a)}{n} \to P(a)$ and hence known as sample entropy.

Theorem 5. Let $A^n_\delta$ (typical set) denote the set of all the sequences with sample entropy as $H(P) - \delta \leq -\frac{1}{n} \log P^n(x_1, x_2, \ldots, x_n) \leq H(P) + \delta$ Then $|A^n_\delta| \leq 2^{n(H(P) + \delta)}$

Fig. 2. (a) Density of sequences of length $n$. Y-axis gives the number of sequences $(K2^{-n\varepsilon})$ as a function of the distance of the true joint distribution from the product distribution $(D(P_0||P_m) = \varepsilon)$ in the X-axis. (b) shows the decay in the number of the distributions as a function of the entropy of the marginal distribution and the distance of the joint distribution and its induced product distribution. Plots are based on a two attributes case. $P_m$ varies from $[0.3 0.3]$ to $[0.7 0.7]$ (i.e., the attributes have the same marginal distribution.)

This theorem gives a bound on the number of sequences with a given entropy. We now present the main result of this section:

Theorem 6. Let $P_m$ be a product distribution and let $\mathcal{P}$ be the collection of all probability distributions $P$ that induce $P_m$, and such that $D(P||P_m) = \varepsilon$. Then, the number of sequences with joint probability $P$, for $P \in \mathcal{P}$, is equal to (within a polynomial approximation) $K 2^{-n\varepsilon}$, for some constant $K$ that is independent of $P$. 

Proof: (Sketch) Consider a probability distribution $P$ such that $D(P \| P_m) = \epsilon$. We know that

$$D(P \| P_m) = \sum_x P(x) \log P(x) - \sum_x P(x) \log P_m(x) = H(P_m) - H(P),$$

where the second equality follows from the argument given in Eqn 9. That is, the entropy of distributions for which $D(P \| P_m) = \epsilon$ is $H(P) = H(P_m) - \epsilon$ and it decays as the distance between $P, P_m$ increases. We know from the law of large numbers that the sample entropy converges to the true entropy, as the number of sample increases. Thus the number of sequences with entropy $P$ is given by (using Theorem 5)

$$2^{n(H(P) + \delta)} = 2^{n(H(P_m) - \epsilon + \delta)} = K 2^{-n\epsilon},$$

where $\delta$ (a small number) goes to zero as $n$ increases. ■

The theorem shows that a randomly picked sequence of $n$ elements $x \in \{0, 1\}^M$ (a “data set”) with a given marginal distribution over the individual features is likely to have true joint distribution that is very close to the marginal distribution. Equivalently, the probability of a data set which is $\epsilon$ away from the product distribution decays exponentially with $\epsilon$ (Figure 2(a)).

Together with the penalty results in Sec. 4 it is clear why we represent this in terms of the distance between the distributions. If, as probabilistic classifier do, classification with respect to $P$ is done using the induced product distribution $P_m$, then the error incurred is related to $D(P \| P_m)$ (disregarding the baseline term in Eq. 5). Therefore, Thm 6 implies that for most data sets, the classification error is going to be small. While the results above are phrased in terms of the number of data sets that are sampled according to distributions in a certain distance from the given product distribution, an equivalent result can be shown for the number of joint distributions in a certain distance from the induced product distribution. In both cases the decay is exponential in the distance. This is illustrated in Fig. 2(b). The histogram shows that the density of the joint distributions which have the same marginal distribution, as a function of the product distribution and the distance between the joint and the product distribution ($D(P \| P_m)$). e.g., consider two random variables $x^1, x^2 \in \{0, 1\}$. Lets fix $P(x^1 = 1) = 0.8$ and $P(x^2 = 1) = 0.2$ (i.e. fixing the marginal distribution). This means that $P(x^1 = 1, x^2 = 1)$ can take only finite number of values (if we limit the resolution of the probabilities to say 0.001.) Thus it shows that the “bad” cases (when the distribution is far from marginal) are rare when considering the space of all possible distributions with a given marginal distribution (or all data sets sampled according to distributions with a given marginal). Note that, this is a upper bound analysis. Sometimes this bound is tight, as shown in Sec. 4 for the case in which $P_1$ is in product form. Nevertheless, there could be cases in which the bound is loose. However, the bound goes in the right direction, and in the majority of the cases the upper bound is small.

To show what happens in practice, some simulations are presented in Fig. 4. We considered a case of 2 and 3 features as input and the case of a binary classifier. In each case, 1000 sequences of fixed length were randomly sampled according to different joint distributions, all having the same induced product distribution. Plots of the number of

---

3 Notice that this distance is always finite since $P_m$ is 0 iff $P$ is zero.
Fig. 3. The plots (a),(b) gives the density of the joint distribution as a function of the distance from the product distribution. Plots (c),(d) gives the ratio of the errors after approximation (product distribution assumption) over the bayes optimal error (modeling complete joint distribution.)

Table 1. This table compares the performance of naive Bayes classifier with the Tree augmented Bayes classifier (TAN). The results presented here are the ones published. The Avr. Diff. column is the average (over the two classes) of the distances between the TAN and the naive product distributions. It is evident that it explains the success (e.g., rows 3, 5) and failure (row 2) of TAN over the naive distribution.

sequences, with a joint distribution at a certain distance from the product distribution are given in Fig.3 (a&c)(for 2&3 features resp.). As expected, the histogram looks very similar to the Fig. 2. Also shown (Fig.3 b&d) for 2&3 features resp.) are the resulting classification errors as a function of the distance between the joint and the product distribution. The figures give the ratio of the errors made during classification when one uses the product distribution vs. the use of the true joint distribution. As expected the error ratio ($exp(-D(P||P_m))$) has an exponential decay.

6 Complex Probabilistic Models and Small Sample Effects

In the practice of machine learning [9,11] the use of probabilistic classification algorithms is preceded by the generation of new features from the original attributes in the space which can be seen as using complex probabilistic classifiers. We analyze the particular case of tree augmented Bayesian (TAN) classifier introduced in [7], which is a sophisticated form of the naive Bayesian classifier modeling higher (second) order probabilistic dependencies between the attributes. They [7] conducted a number of experiments and reported improved results on some of the datasets. It is easy to see that by modeling the TAN distribution, one is essentially decreasing the distance between the true (joint) and the approximated distribution. i.e. $D(P||P_m) \geq D(P||P_{TAN})$ where
$P_{TAN}$ refers to the probability distribution modeled by TAN. Replacing $P$ by either $P_0$ or $P_1$ reduces to the case presented in Section 4. Reduction in $D(P||P_m)$ is directly mapped to the reduction in the bound on error, thus explaining the better performance. Table I exhibits this result when evaluated on five data sets (chosen based on the number of attributes and training examples) studied in [7]. In addition to presenting the results published in [7], we have computed, for each one of the classes (0, 1), the distance between the pure naive Bayes and the TAN distribution, and their average. The Avr. Diff. column is the average (over the two classes) of the distances between the TAN and the product distributions. Clearly our results predict well the success (rows 3, 5) and failure (row 2) of TAN over the naive Bayesian distribution.

As mentioned before, in this paper we have ignored small sample effects, and assumed that good estimates of the statistics required by the classifier can be obtained. In general, when the amount of data available is small, the naive Bayes classifier may actually do better than the more complex probability models because of the insufficient amount of data that is available. In fact, this has been empirically observed and discussed by a number of researchers [6,7].

7 Conclusions

In the last few years we have seen a surge in learning work that is based on probabilistic classifiers. While this paradigm has been shown experimentally successful on many real world applications, it clearly makes vastly simplified probabilistic assumptions. This papers uses an information theoretic framework to resolve the fundamental question of: why do these approaches work. On the way to resolving this puzzle we develop methods for analyzing probabilistic classifiers and contribute to understanding the tradeoffs in developing probabilistic classifiers and thus to the development of better classifiers.
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Abstract. Given a large data set and a classification learning algorithm, Progressive Sampling (PS) uses increasingly larger random samples to learn until model accuracy no longer improves. It is shown that the technique is remarkably efficient compared to using the entire data. However, how to set the starting sample size for PS is still an open problem. We show that an improper starting sample size can still make PS expensive in computation due to running the learning algorithm on a large number of instances (of a sequence of random samples before achieving convergence) and excessive database scans to fetch the sample data. Using a suitable starting sample size can further improve the efficiency of PS. In this paper, we present a statistical approach which is able to efficiently find such a size. We call it the Statistical Optimal Sample Size (SOSS), in the sense that a sample of this size sufficiently resembles the entire data. We introduce an information-based measure of this resemblance (Sample Quality) to define the SOSS and show that it can be efficiently obtained in one scan of the data. We prove that learning on a sample of SOSS will produce model accuracy that asymptotically approaches the highest achievable accuracy on the entire data. Empirical results on a number of large data sets from the UCI KDD repository show that SOSS is a suitable starting size for Progressive Sampling.

1. Introduction

Classification is an important learning task. It is often solved by the decision tree approach [19]. Most decision tree algorithms require the data to reside in main memory. This presents a major problem if the data set is too large to fit in the memory. Even if a large data set is able to fit into memory, running a tree-building algorithm on the whole data can be very expensive. A natural way to overcome this problem is to do sampling [2]. One of the recent works towards improving tree-building efficiency (both in terms of time and memory space required) by sampling is Boat by Gehrke et al [6]. [6] builds an initial decision tree using a small sample and then refines it via bootstrap to produce exactly the same tree as that would be
produced using the entire data. Boat is able to achieve excellent efficiency in tree construction. However, due to the large size of the data, the produced tree can be very complex and large, which makes it hard for human understanding. It has been observed that the tree size often linearly increases with the size of training data, and additional complexity in the tree results in no significant increase in model accuracy [15]. Another recent work on improving the efficiency of tree building for large data sets is Progressive Sampling (PS for short) proposed by Provost et al [17]. By means of a learning curve (see an example learning curve in Figure 1, and related concepts in [4][17]) which depicts the relationship between sample size and model accuracy, PS searches for the optimal model accuracy (the highest achievable on the entire data) by feeding a learning algorithm with progressively larger samples. Assuming a well-behaved learning curve, it will stop at a sample size equal to or slightly larger than the Optimal Sample Size (OSS for short) corresponding to the optimal model accuracy [17] shows that PS is more efficient than using the entire data. Besides, it can in fact produce a less complex tree or simpler model (if the real OSS is far less than the total data size). Therefore, PS is able to achieve two goals by means of sampling: first, to avoid loading the whole data set into memory; second, to produce good as well as simple model from the data. In this paper, we restrict our attention to PS and aim to improve it further by finding a good starting sample size for it, which is still an open problem.

![Learning Curve and Progressive Samples](image)

Fig. 1. Learning Curve and Progressive Samples

Obviously, the efficiency of PS gets to the highest when the starting sample size is equal to the OSS; and the smaller the difference between the two, the higher the efficiency. The following analysis shows how much benefit can be gained from a proper starting sample size. Suppose we use the simple geometric sampling schedule suggested by [17]. We denote the sample size sequence by \( \{n_0, a \times n_0, a^2 \times n_0, a^3 \times n_0, \ldots\} \), where \( n_0 > 0 \) is the starting sample size, \( a > 1 \) is the increment ratio. If the convergence

---

1 Upon each sample size, PS uses a special procedure to evaluate if the learning accuracy has converged [17]. The evaluation is independent of the previous samples.
is detected at the \((k+1)\)-th sample (its size being \(size_{k+1} = a^k \times n_0 = OSS\)), then the total size of the previous \(k\) samples will be \(size_1 \ldots k = n_0 \times (1 + a + a^2 + \ldots + a^{k-1}) = n_0 \times (a^k - 1)/(a-1) = \frac{(size_{k+1} - n_0)}{(a-1)}\). When \(a=2\), this is almost the same as the \(size_{k+1}\). Given a learning algorithm whose runtime complexity is typically \(O(n^c)\) (\(c>1\)), in terms of the instance number \(n\) used in learning, the computation spent on these pre-convergence samples could be very expensive. Obviously, this extra cost could be significantly reduced if \(n_0\) is set near to the \(OSS\). Moreover, as \(k = \log_a (size_{k+1}/n_0) = \log_a (OSS/n_0)\), if \(n_0\) is much less than \(OSS\), then \(k\), the number of samples needed before convergence, will be large. Note that generating a random sample from a single-table database typically requires scanning the entire table once [18]. Thus a large \(k\) will result in considerably high disk I/O cost. Therefore setting a good starting sample size can further improve the efficiency of PS by cutting the two kinds of costs.

In this paper, we find such a size via a statistical approach. The intuition is that a sample with the \(OSS\) should sufficiently resemble its mother data (the entire data set). We implement this intuition via three steps. First, we define an information-based measure of the resemblance (we call \textit{Sample Quality}). Based on this measure, we then define a \textit{Statistical Optimal Sample Size} (\textit{SOSS} for short). We prove that learning on a sample of the \textit{SOSS} will produce a model accuracy that is sufficiently close to that of the \(OSS\). We show that the \textit{SOSS} can be efficiently determined in one scan of the mother data. Our experiments on a number of UCIKDD [1] data sets show that our approach is effective.

The remainder of this paper is organized as follows. In Section 2, we introduce the measure of sample quality and its calculation. In Section 3, we define \textit{SOSS}, prove a useful theorem and show its calculation. Experimental results and discussions are given in Section 4. Related work is introduced in Section 5. Section 6 concludes the paper.

2. Sample Quality Measure

A sample with the \(OSS\) should inherit the “property” of its mother data as much as possible. This property can be intuitively interpreted as information. In this work, we make use of Kullback's information measure [11], which is generally called the divergence or deviation, as it depends on two probability distributions and describes the divergence between the two. Below we first briefly describe its related definitions and conclusions, and then introduce our measure of sample quality.

2.1 Underlying Information Theory

Suppose \(x\) is a specific value (i.e., an observation) of a generic variable \(X\), and \(H_i\) is the hypothesis that \(X\) is from a statistical population with generalized probability densities (under a probability measure \(\lambda\)) \(f_i(x), i = 1, 2\), then the information divergence is defined by

\[
J(1,2) = \int (f_1(x) - f_2(x)) \log( f_1(x) / f_2(x)) d\lambda(x)
\] (1)
According to [11], $J(1,2)$ is a measure of the divergence between hypotheses $H_1$ and $H_2$, and is a measure of the difficulty of discriminating between them. Specifically, for two multinomial populations with $c$ values ($c$ categories), if $p_{ij}$ is the probability of occurrence of the $j$-th value in population $i$ ($i=1, 2$, and $j=1, 2, ..., c$), then the information divergence is

$$J(1,2) = \sum_{j=1}^{c} (p_{1j} - p_{2j}) \log \frac{p_{1j}}{p_{2j}}$$

The information divergence has a good limiting property described in Theorem 1 below (see [11] for its proof), based on which we will prove an important theorem about $SOSS$ in Section 3.

**Theorem 1** Given a probability density function $f(x)$ and a series of probability density functions $f_n(x)$, where $n \to \infty$, denote the information divergence from $f_n(x)$ to $f(x)$ as $J(f_n(x), f(x))$, we have, if $J(f_n(x), f(x)) \to 0$, then $f_n(x)/f(x) \to 1$ [$\lambda$], uniformly. Here [$\lambda$] means that the limitation and the fraction hold in a probability measure $\lambda$.

**2.2 Definition and Calculation**

We borrow the concept of information divergence between two populations and define our sample quality measure below. The idea is to measure the dissimilarity of a sample from its mother data by calculating the information divergence between them.

**Definition 1** Given a large data set $D$ (with $r$ attributes) and its sample $S$, denote the information divergence between them on attribute $k$ as $J_k(S, D)$, ($k=1, 2, ..., r$), then the sample quality of $S$ is

$$Q(S) = \exp(-J)$$

where the averaged information divergence $J$ is

$$J = \frac{1}{r} \sum_{k=1}^{r} J_k(S, D)$$

In calculating $J_k(S, D)$, we treat a categorical (nominal) attribute as a multinomial population. For a continuous (numerical) attribute, we build its histogram (e.g., using a simple discretization), and then treat it also as a multinomial population by taking each bin as a categorical value and the bin size as its frequency. According to [14], the information divergence $J > 0$, therefore $0 < Q \leq 1$, where $Q = 1$ means that no information divergence exists between $S$ and $D$. The larger the information divergence $J$, the smaller the sample quality $Q$; and vice versa. For numerical attributes, if we have prior knowledge about their distributions, further improvement on the calculation of $J$ can be achieved by directly applying them to formula (1) to get the information divergence.

The calculation of $Q$ is straightforward. In one scan of the data, both the occurrences of categorical values and the frequencies of numerical values that fall in the bins can be incrementally gathered. At the end of the scan, $Q$ can be worked out by using formula (2) for each attribute and then using formula (4) for the averaged $J$. Therefore the time complexity of calculating sample quality is $O(N)$ ($N$ is the total
number of instances or records of the mother data), while the space complexity is
\( O(r*v) \) (\( v \) is the largest number of distinct values or bins of each attribute). Note that a
random sample can be obtained also in one scan. Thus we can calculate a sample’s
quality while generating it.

3. Statistical Optimal Sample Size

From the definition of sample quality, we can observe that the larger the sample size,
the higher the sample quality. This is because as sample size increases, a sample will
have more in common with its mother data, therefore the information divergence
between the two will decrease. We can imagine that when a sample is sufficiently
large, its sample quality should be sufficiently close to the mother data thus should
sufficiently “resemble” the mother data in distribution. Below we define the SOSS and
introduce its calculation.

3.1 Definition

We define the Statistical Optimal Sample Size (SOSS) as follows:

**Definition 2** Given a large data set \( D \), its SOSS is the size at which its sample quality
\( Q \) is sufficiently close to 1. That is, \(|1-Q| < \delta \) where \( \delta > 0 \) is given by user. #

Clearly, the SOSS only depends on the data set \( D \), while the OSS depends on both
the data set and the learning algorithm. Therefore, the SOSS is not necessarily the
OSS. However, by the following theorem, we can see that their corresponding model
accuracies can be very close.

Given a learning algorithm \( L \) and a sufficiently large data set \( D \) with probability
density function \( f(x) \), we take \( L \) as an operator mapping \( f(x) \) to a real number (namely
the model accuracy), i.e., \( L : f(x) \rightarrow Acc^* \), where \( Acc^* \) is the maximum accuracy
obtained on \( D \). Assume that a random sample of the size OSS has the probability
density function \( f_{OSS}(x) \), and a random sample of the size SOSS has \( f_{SOSS}(x) \). Let the
model accuracies on the two samples be \( Acc_{OSS} \) and \( Acc_{SOSS} \) respectively. We have the
following theorem.

**Theorem 2** If a random sample \( S \) of \( D \) has a probability density function \( f_S(x) \) and \( L \)
satisfies: \( f_S(x) / f(x) \rightarrow 1[\lambda] \Rightarrow |L(f_S(x)) - L(f(x))| \rightarrow 0 \), then \( Acc_{OSS} \rightarrow Acc_{SOSS} \).

**Proof** (Sketch): Suppose we have a series of \( n \) random samples of \( D \) with increamentally larger sample sizes. Denote the size of the \( i \)-th sample as \( S_i \), and the corresponding sample quality of the sample with \( Q(S_i) \), \( i=1, 2, ..., n \). According to the
definition of SOSS, when \( S_i \rightarrow SOSS \), \( Q(S_i) \rightarrow 1 \), i.e., the information divergence of \( S_i \)
from \( D \) is \( J(S_i, D) \rightarrow 0 \). Applying Theorem 1, we have, \( f_S(x) / f(x) \rightarrow 1[\lambda] \). From the
condition, we have \( |L(f_S(x)) - L(f(x))| \rightarrow 0 \). In an asymptotic sense, \( L(f_S(x)) \rightarrow L(f_{SOSS}(x)) \rightarrow Acc_{SOSS} \), and \( L(f(x)) \rightarrow Acc^* \rightarrow Acc_{OSS} \), that is, \( Acc_{SOSS} \rightarrow Acc_{OSS} \). #

The premise of the theorem means that if two data sets are quite similar in their
probability distributions, then the learning algorithm should produce quite close
model accuracy on them. This is reasonable for a typical learning algorithm. Based on
this theorem, we can search for the SOSS by measuring sample quality instead of
directly searching for the OSS by running an expensive learning algorithm. We can
also expect that the two are close in terms of model accuracy.
3.2 Calculation

To calculate the SOSS of $D$, we can set $m$ sample sizes $S_i$ spanning the range of $[1, N]$ and compute the corresponding qualities $Q_i$ $(i=1,2,...,m)$. We then draw a sample quality curve (the relationship between sample size and sample quality) using these $(S_i, Q_i)$ points. The SOSS is estimated using the curve. To be efficient, we can calculate all samples’ qualities at the same time in one sequential scan of $D$ by using the idea of Binomial Sampling [16]. That is, upon reading in each instance or data record, a random number $x$ uniformly distributed on $[0.0, 1.0)$ is generated. If $x<S_i/N$, then corresponding statistics (by counting a categorical value or binning a numerical value) are gathered for the $i$-th sample. This is repeated for all samples before reading the next instance. We describe the procedure using the pseudo algorithm below.

Pseudo Algorithm SOSS

input: a large data set $D$ of size $N$, $m$ sample sizes \{ $S_i$ $|$ $i=1, 2, ..., m$ \};
output: $m$ pairs of $(S_i, Q_i)$;
begin
1. for each instance $k$ in $D$ ($k \in [1, N]$)
   
   
   \{ update corresponding statistics for $D$;
   
   for each sample $i \in [1, m]$
   
   \{ 
     \text{$r \leftarrow UniformRandomNumber(0.0,1.0)$;}
     
     \text{if $r < S_i/N$, then update corresponding statistics for sample $i$;}
   
   \}

2. for each sample $i \in [1, m]$
   
   \{ calculate its $Q_i$ and output $(S_i, Q_i)$;
   
   \}
end

It is easy to see that its runtime complexity and the memory needed are $m$ times that of computing sample quality for a single sample. With these $(S_i, Q_i)$ points in hand, we draw the quality curve and decide the SOSS in the following way: starting from the first point, we do a linear regression on every $l$ consecutive points (we set $l=5$ in our experiment), if the 95% confidence interval of the slope of the regressed line includes zero, then the size of the middle point is the SOSS.

4. Experimental Results and Discussions

We evaluate our measure on four large UCI KDD data sets: adult, led, census, and covtype. The number of instances in training data/testing data are, 36k/12.8k for adult, 100k/50k for led, 199.5k/99.8k for census, and 400k/181k for covtype. The classification algorithm we use is C5.0, the latest improvement of C4.5 [19]. We first draw the learning curve for each data set by running C5.0 on a number of sample
sizes from 1% to 100% of all training data. All accuracies are tested against the corresponding testing data. Then we draw the quality curve for each data set by calculating multiple sample qualities in one scan. We set the bin number to be 20 for discretizing numerical attributes. We use 50 sample sizes equally covering $[1, N]$.

![C5.0 Learning Curves of The 4 UCI data sets](image)

**Fig. 2.** C5.0 Learning Curves of the four data sets

The learning curves and quality curves (averaged on 10 runs for the four data sets) are shown in Figure 2 and Figure 3 respectively. We decide the OSS as the size corresponding to $99.5\% \times \text{Acc}^*$, where $\text{Acc}^*$ is the model accuracy on all instances. The SOSS is determined by the method in Section 3. The resulting OSS and SOSS with their corresponding tree sizes ($S_{\text{tree}}$) and tested accuracies ($\text{Acc}$) are listed in Table 1.

We can see that for led and census, the SOSS is equal to or very close to the OSS. If starting from this size, PS will reach the optimal model accuracy at once. For adult and covtype data sets, the SOSS is about half of the OSS, which means only one more iteration is needed for PS (if the size increment ratio $a=2$) starting with the SOSS.

---

2 In our experiments, we also test other bin numbers. We find that a too small bin number (e.g., 5, or 10) is not good in representing distributions, while a too large bin number (e.g., 50 or 100) increases the needs of memory but improves little in representing distributions.

3 It happens that the SOSS is slightly larger than the OSS for census. This may be due to the way we decide the OSS. Intuitively, the SOSS could not be far larger than the OSS, unless the learning algorithm produces very different learning accuracy on two similar distributions.
Fig. 3. Quality Curves of the four data sets

Table 1. Results of the 4 data sets

<table>
<thead>
<tr>
<th>dataset</th>
<th>$N$ (×1k)</th>
<th>$S_{\text{m}}$</th>
<th>Acc* (%)</th>
<th>OSS (×1k)</th>
<th>$S_{\text{m}}$</th>
<th>Acc (%)</th>
<th>SOSS (×1k)</th>
<th>$S_{\text{m}}$</th>
<th>Acc (%)</th>
<th>$t_{\text{PS+SOSS}}$ ($t_{\text{PS}}/t_{\text{S}}$) (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>adult</td>
<td>56</td>
<td>344</td>
<td>86.2</td>
<td>14</td>
<td>170</td>
<td>85.8</td>
<td>8</td>
<td>127</td>
<td>85.6</td>
<td>18 (20/22)</td>
</tr>
<tr>
<td>Led</td>
<td>100</td>
<td>3896</td>
<td>73.3</td>
<td>10</td>
<td>480</td>
<td>72.9</td>
<td>10</td>
<td>480</td>
<td>72.9</td>
<td>14 (38/41)</td>
</tr>
<tr>
<td>census</td>
<td>199.5</td>
<td>848</td>
<td>95.3</td>
<td>30</td>
<td>91</td>
<td>94.8</td>
<td>35</td>
<td>108</td>
<td>94.9</td>
<td>94 (152/176)</td>
</tr>
<tr>
<td>covtype</td>
<td>400</td>
<td>10970</td>
<td>75.8</td>
<td>140</td>
<td>4402</td>
<td>75.4</td>
<td>70</td>
<td>2417</td>
<td>73.0</td>
<td>668(766/1330)</td>
</tr>
</tbody>
</table>

all data sets, the resulting tree sizes with both the SOSS and the OSS are significantly smaller than those with the full size, while their accuracy are very close. We also empirically compare the execution time used for PS starting with the found SOSS ($t_{\text{PS+SOSS}}$) (including the time for finding the SOSS) to that without the SOSS ($t_{\text{PS}}$). The execution time of directly learning on the entire data ($t_{\text{N}}$) is also given. They are all in the last column of Table 1. We can see that the SOSS indeed speeds up PS in all the data sets. All these results support our expectation that the SOSS can be used as a good starting sample size for PS.

As we have shown, the benefit of using the SOSS to start a PS actually lies in that it directly starts learning from a sample that sufficiently resembles the mother data, and

---

4 We use the geometric size scheme for PS as suggested in [17]. The sample size starts from 1% of the total data and doubles in the next iteration ($a=2$) and so on. All experiments run on SUN Sparc 450.
thus saves the computation on those too dissimilar small samples. Of course, the procedure of finding the SOSS does involve some cost in computation. However, the time complexity of the procedure is $O(N)$. Compared with the time complexity of a learning algorithm, which is typically $O(N^c)$ ($c>1$), this cost is much smaller. As the total size of a data set increases, the use of SOSS becomes more attractive. Moreover, a practical data mining task often needs a pre-processing stage in which the raw data are filtered, extracted or cleaned from where they reside before mining. The parallel nature of the SOSS computation enables us to run it in the pre-processing stage, and thus can further enhance the benefit of using the SOSS.

5. Related Work

Besides being applied to classification [6][17], sampling has been used for association rule mining [21] and clustering [7]. Sample size is an important issue for sampling. Since only using a subset of the total data for learning will probably cause some loss of accuracy, a proper amount of data is necessary to gain efficiency while not lose too much learning accuracy. In terms of how the sample size is decided, sampling can be performed in two ways. One way is to find a proper sample size before extracting a sample and delivering it to data mining procedure. In [10], Kivinen and Mannila present some theoretical bounds for the sample size required to show the truth or falsity of a set of regularities in data. Toivonen [21] gives the sample size bounds induced from Chernoff bounds for mining association rules. Guha et al [7] present a sufficient sample size for clustering also using Chernoff bounds, which aims to produce a sample so that the probability of missing clusters is low. However, Chernoff bounds are found to be too conservative in practice [3][21].

The other way is not to fix the sample size a priori, but directly start learning from a small sample and continue trying larger samples until some stopping criterion is satisfied. Progressive Sampling works in this way. It directly uses the convergence of learning curve as the stopping criterion. Musick et al [14] use the expected loss in information gain, which is associated with choosing an attribute in decision tree construction, as the stopping criterion. Domingo et al [3] and Scheffer and Wrobel [20] propose some utility functions, which measure the “goodness” of rules or hypotheses on a given data set, as the stopping criterion. John and Langley [9] define a “Probably Close Enough” (PCE) criterion, which also makes use of the convergence of learning curve like Progressive Sampling [17].

The proposed SOSS can be viewed as the first way. It balances the need of efficiency and accuracy by directly measuring the similarity of a sample to the entire data. It also has a desirable property: the SOSS only depends on the data set and is independent of the learning algorithm. Although we present it for classification in Progressive Sampling, this property makes it applicable to other DM techniques.

The work that we find most similar to ours is that given in [5], where Ganti et al introduce a measure to quantify the difference between two data sets in terms of the models built by a given data mining algorithm. Our measure is different as it is based on statistical information divergence of the data sets. Although [5] also addresses the issue of building models using random samples and shows that bigger samples produce better models, it does not study how to determine a proper sample size.
Learning curve and similarity measure are essential to our work. They have long been addressed by machine learning researchers. Haussler et al [8] theoretically characterize the asymptotic behavior of learning curves (they call *sample complexity*) for Bayesian learning. Frey and Fisher [4] empirically study the behavior of learning curves for decision tree algorithm. Latorrette [12] measures the explanatory similarity between exemplars and applies it to nearest neighbor classification. Lin [13] proposes a general information-based definition of similarity and suggests its uses in different domains. Our similarity measure is different from [13] in that we do not measure the similarity of two instances, instead we measure the similarity between a sample and its mother data. Our measure is similar to that of [13] in that both have roots in information theory and require a probabilistic distribution. However, [13] does not associate similarity with a sufficient sample size, while we do.

6. Concluding Remark

[17] shows that Progressive Sampling is more efficient than learning on the entire data, and eliminates the need to load the entire data into memory. In this paper, we showed that a proper starting sample size could further improve its efficiency. With the intuition that a sample “must” sufficiently resemble its mother data in order to produce a good model, we proposed a technique to find a suitable starting sample size by measuring the similarity of a sample and its mother data. An information-based sample quality or similarity measure was introduced. Based on this measure, we defined the *SOSS*, and proved that asymptotically, the *SOSS* will achieve a model accuracy very close to that of the *OSS*. This claim was supported by our experimental results on UCIKDD data sets. Furthermore, the *SOSS* can also be efficiently determined in one scan of the mother data and is independent of learning algorithms. All these clearly suggest that the proposed *SOSS* can be used to start a Progressive Sampling. It can save many runs on unnecessary small samples, which are too dissimilar to the entire data.
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Abstract. We propose to use systematic simulation studies as opposed to the use of real-world benchmark datasets to better understand the behaviour, strengths and weaknesses of machine learning algorithms. Simulated data sets allow much better control and understanding of the nature of the learning problem than empirical benchmark data sets.

To demonstrate the value of our proposed research methodology, we describe in this paper the results of our studies concerning the problem of learning multiple classes. We derived the following hypothesis: "Learning classification functions using decision tree learners can be helped by providing additional subclass labels." To illustrate, for learning a two class problem "car is OK/car needs service" it can be helpful to provide a finer-grained classification in the training data such as "car OK", "faulty brakes", "faulty engine", "faulty lights", etc.

This hypothesis was corroborated using a number of ‘real-world’ multi-class data sets from the UCI ML repository. Our empirical studies demonstrate the usefulness of the proposed research methodology using artificial data sets as an important methodological complement to using real-world datasets.

1 Introduction

The careful evaluation of the effectiveness of a particular approach in AI is important but often difficult to conduct in practice. Empirical studies have been conducted in a large number of subfields of AI, including theorem proving, constraint satisfaction, vision, machine learning and neural networks. Usually benchmark datasets are used for the comparison of approaches and evaluation studies. Benchmark datasets, such as the UCI machine learning (ML) repository, are often obtained from real data.

This paper demonstrates the use of simulated domains in investigating the strengths and weaknesses of machine learning techniques. A model of a domain is developed that provides a (probabilistic) source of examples and a target classification function which is the target of the learning process. The major insight that has arisen from the work reported in this paper is that the simulated domain approach enables one to investigate how the domain structure affects the performance of machine learning techniques much more readily than using ‘real-world’ data where the target function is unknown.

In fact, using simulated domains, we found an intriguing behaviour of decision tree learners (C4.5) when dealing with a large number of different classes: With an increasing
number of classes that need to be distinguished, the accuracy of C4.5 increased for target concepts of comparable complexity.

This observation lead us to hypothesise a new approach to achieving increased accuracy on classification problems with two or only few classes as follows:

If the provided examples can be divided into ‘meaningful’ subclasses then using the subclass label to train a learner may result in improved accuracy for classifying according to the initial set of two or only a few classes. The critical question here is, what exactly constitutes meaningful subclasses. Ultimately, the success of using subclass labels depends on the distribution of the data of each subclass in the instance space. If it is distributed as in our simulation studies, it will be successful. If it is distributed differently, we don’t know how useful it is. In practice, given our current understanding, we have to deal with the question of meaningful subclasses on a rather intuitive basis. Intuitively, meaningful subclasses of a class should be ontologically justifiable. I.e. each subclass should occupy a separate area in the instance space, such that the learner can represent a suitable separating function of low complexity (i.e. few additional nodes in a decision tree). On the other hand, the domain must be sufficiently complex to represent a challenge for the learner when no subclass labels are provided.

The paper is organised as follows: In section 2 we discuss our methodology and rationale for using artificial data sets as a general useful strategy for exploring issues in machine learning that complements the widespread use of ‘real’ data sets (often from UCI) for experimental studies. The following section presents the details of our simulated domain approach. In section 4 we present our empirical corroboration of our hypothesis using ‘real-world data’ from the UCI repository. Section 5 contains a discussion of our approach and our new hypothesis.

2 Simulation Studies

In this paper we advocate simulation studies as a complement to both empirical studies using ‘real-world’ data sets as well as to rigorous mathematical analyses of learning tasks and techniques.

Empirical studies using ‘real-world’ data sets, taken from the UCI ML repository or ‘fresh’ data sets from an available application domain, may reveal certain aspects of the domain the data comes from. This is an important objective in itself, although characteristics of domains may be more effectively studied by not compounding the analysis of the data with the study of learning algorithms whose characteristics are insufficiently understood.

Similarly, the study of the learning techniques using ‘real-world’ data sets is compounded by the poorly understood nature of the domains the data sets come from. Some simple characteristics of ‘real-world’ data sets have been drawn up, e.g. in the STATLOG project where domains were characterised by the number and types of attributes (whether numerical or non-numerical etc.). It is clear that such a coarse characterisation is only the beginning of understanding peculiarities of domains.

In theoretical/mathematical studies of learning algorithms and learning tasks, it is usually very difficult both, to characterise a given learning algorithm in detail as well
as to characterise a learning task. As a consequence, the results achieved so far in computational learning theory are rather coarse results, where many practitioners tend to question whether these studies have any relevance whatsoever for the practice of machine learning.

Artificial data sets or the simulation of a domain have been used on many occasions in Machine Learning research mainly to provide evidence for the validity of a particular statement; in many cases for showing the superiority of one learning technique over another one. See e.g. [174]. In [2] a data generator was used which is available from the UCI ML repository.

On other occasions, artificially generated benchmark data sets have been used to gauge the abilities of learning techniques. E.g. the two spiral problem in neural networks [3] is an example of that, where the purpose of such benchmarks is rather questionable, as it is not clear at all that solving such artificial problems is a worthwhile endeavour.

In this paper, we advocate the use of simulated domains and to run implemented learning algorithms on them. By properly setting up the simulation environment for domains and running systematic experiments, results can be achieved in a much easier way than in the traditional mathematical analysis of computational learning theory. The simulation results can have the same rigour as mathematical proofs. The results are in principle reproducible without the recourse to empirical data. I.e. the used data is generated using a data source that can be described in a mathematically rigorous way. Similarly, the learning algorithm can also be described in a mathematically precise way, as the actual program code would warrant. However, to study how a given learning algorithm would perform on a precisely characterised domain (the domain would be described as a probabilistic source of data) is virtually impossible by traditional mathematical approaches as the analysis of the execution of perhaps many million computing steps of a program on perhaps ten thousand or more data points is practically infeasible.

On the other hand, simulation studies can very easily study the behaviour of algorithms on large data sets at least in individual instances (running an algorithm on a particular data set). Mathematical theorems have usually a generality which covers a whole range of learning tasks or training data sets. Similar generality on the basis of simulation experiments can only be achieved by drawing conclusions from experimental results very carefully. However, in many cases it is not really necessary to establish ‘absolute’ validity of a conclusion drawn from simulation experiments. This is the case, for example, where one moves in uncharted territory and one first wants to obtain a coarse impression of the phenomena around which, if they appear sufficiently important, in turn can be studied in more detail. Such initial studies would just serve the purpose of hypotheses generation. Once interesting hypotheses have been found, further studies can be designed and conducted to establish the validity of a hypothesis.

Gaining such a coarse survey and the generation of interesting hypotheses is comparatively simple using simulated domains and requires only very limited resources. Yet it is much more revealing and effective than empirical studies involving ‘real-world’ data sets.

The missing link to the practice of machine learning, is the relationship between the characteristics of the simulated domains and the characteristics of the real domains. While this remains a critically important relationship to explore, it appears still that
progress can and should be achieved via simulation studies: The simulation studies have the potential to allow us further insight into why a given learning algorithm performs well or poorly upon a particular characteristic of the simulated domain. On the basis of such findings, one can build a conceptual framework of important characteristics or features one need to look for in assessing ‘real-world’ domains.

Studying ‘real-world’ domains has at least two objectives that can be distinguished: To develop better learning techniques and to ascertain the suitability of already existing learning techniques.

The choice of a learning technique for a given domain can then be guided either by characteristics of the individual domain, perhaps gauged by preliminary data analysis, or by characteristics that are commonly found among similar domains. Of course, in turn it is not clear what it might mean that two domains are similar.

In any case, in order to find useful characteristics of real-world domains, and in order to become clearer about what constitutes similar domains, simulation studies have the potential to lay the conceptual foundation by clarifying the aspects in a domain upon which the success of one or more learning techniques depend. Those aspects which do not significantly influence the performance of a learning technique can safely be ignored when it comes to characterising and assessing real-world domains.

3 Learning Multiple Classes by Decision Trees

Learning multiple classes is an important learning task as recent research [8,5] on extending learning techniques to deal with multiple classes shows. C4.5 or decision tree learners generally are naturally suited to the task. In our simulation studies, we wanted to explore the ability of C4.5 to handle large numbers of classes in more detail.

3.1 Simulations

The target concepts we generate are binary decision trees. At each node an attribute is randomly chosen and a random threshold (a floating point value between 0 and 100) is generated. Leaf nodes are randomly assigned a class. Parameters are used to control the depth of the tree, the number of classes and the number of available attributes. Given a decision tree, examples are generated simply by picking uniformly distributed random points in the instance space and seeing how the tree classifies the point.

The study presented here looks at how the number of classes affects the error rate produced by C4.5. Typical results can be seen in Figure 1. The only variable that is varied is the class number. As the number of classes increases, the error rate initially decreases and then plateaus out. In this case, the error rate with only 2 classes is more than double the error rate when there are 40 classes. This result is surprising for three reasons. Firstly, the complexity of the target concepts are similar, since the number of cuts and divisions to the instance space is determined by the depth of the target concept. Increasing the class number only increases the number of labels with which the divisions can be named. Secondly, guessing becomes harder. With fewer classes, a guess is more likely to produce the correct answer than when there are more classes. Finally, when there are fewer classes, the target concept often receives some pruning. For instance,
consider a target concept with two classes. When two adjacent leaf nodes are attributed the same class (there is a 50% chance of this happening), the last attribute test is rendered redundant.

The graph in Figure 1 is quite general. Changes to the depth of the target concept or the number of available attributes has only a slight effect. The main variable affecting the trend is the average number of examples presented to C4.5 for each leaf node in the target concept. As this number increases, the curve shifts downwards.

The reason for the trend may be due to the anecdotally known weakness of C4.5 to handle target concepts where a class is scattered across the instance space. With only two classes, half of the leaf nodes in the target concept will be assigned to one class. With more classes, the probability that the class is represented by a few convex regions in the instance space becomes greater. One hypothesis to account for the degradation in performance is that C4.5 is oversimplifying the target concept by joining close regions with the same class. The ‘small’ intervening region where the class alternates would then be misclassified.

If this is true, then it might be expected that smaller trees are produced when there are fewer classes. In fact, the opposite is the case. With fewer classes, larger trees are produced. The plot of tree size corresponding to the target concepts in Figure 1 can be seen in Figure 2. Further research will be required to determine the exact cause for these results.

4 Results with UCI Datasets

The simulation results in the previous section clearly show that C4.5 performs better when there are more class labels. This is in spite of the fact that the complexity of the target concept remains the same. This hypothesis can be corroborated by using datasets from the UCI repository. Since we cannot increase the number of classes for a single
dataset (except arbitrarily), we study the contrapositive to our hypothesis. By grouping or conflating classes in a dataset, we would expect the performance of C4.5 to degrade.

In conflating several classes for a dataset, the learning task becomes simpler. To compensate for this, confusion errors between equivalent classes need to be eliminated. For example, suppose that a dataset $X$ contains two classes, $A$ and $B$. Also, suppose that $X$ is altered to $Y$ by setting $A$ and $B$ to the same class. To compare the performance of C4.5 on $X$ and $Y$, it is necessary to eliminate the errors where $A$ type examples are misclassified as $B$ (and vice versa) from the result of C4.5 on $X$.

A summary of the UCI results can be seen in Figure 3. For each dataset, trials were carried out by grouping classes in a certain manner. Each grouping was then given equal weight in determining the average. To generate some variation in the amount of training data, both 2-fold and 10-fold cross-validation trials were carried out. With the 10-fold cross-validation trials, only two datasets seem to confirm our hypothesis to any degree. However, the 2-fold cross-validation trials gave a far better confirmation of our hypothesis. This agrees with our simulation results which show that the trend towards improved performance with increasing class numbers is more accentuated with fewer training examples.

The exact groupings and the performance of C4.5 for each particular grouping can be seen in the following figures. For each data set we show the average error rates of the pruned trees of 50 2-fold cross validation results and the average error rates from 50 10-fold cross validations. The first line for each dataset shows the performance of C4.5 without altering the data. The last column lists the classes present in the dataset.

The average improvements using subclasses as listed in figure cannot be taken too seriously, as averaging results from a collection of sometimes more or less arbitrarily chosen class groupings is not a mathematically meaningful operation. However, it should provide a first glance.

The car evaluation dataset (see Figure 4) best corroborates our hypothesis. An example in the dataset describes the price and technical features of a car and is assigned
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<table>
<thead>
<tr>
<th>Dataset</th>
<th>Average Improvement in % (2-fold trials)</th>
<th>Average Improvement in % (10-fold trials)</th>
</tr>
</thead>
<tbody>
<tr>
<td>car evaluation</td>
<td>37.9</td>
<td>19.95</td>
</tr>
<tr>
<td>dermatology</td>
<td>7.4</td>
<td>1.3</td>
</tr>
<tr>
<td>glass identification</td>
<td>9.6</td>
<td>0.3</td>
</tr>
<tr>
<td>nursery</td>
<td>1.9</td>
<td>0.7</td>
</tr>
<tr>
<td>handwritten digits</td>
<td>4.1</td>
<td>0.8</td>
</tr>
<tr>
<td>image segmentation</td>
<td>11.4</td>
<td>11.9</td>
</tr>
</tbody>
</table>

Fig. 3. Summary of UCI trials.

<table>
<thead>
<tr>
<th>Error in % (2fold cv)</th>
<th>Error in % (10-fold cv)</th>
<th>Groupings</th>
</tr>
</thead>
<tbody>
<tr>
<td>normal</td>
<td>subclasses</td>
<td>normal</td>
</tr>
<tr>
<td>17.46</td>
<td>17.46</td>
<td>8.06</td>
</tr>
<tr>
<td>8.06</td>
<td>8.565</td>
<td>5.03</td>
</tr>
<tr>
<td>18.90</td>
<td>17.03</td>
<td>8.53</td>
</tr>
<tr>
<td>26.34</td>
<td>11.18</td>
<td>4.91</td>
</tr>
</tbody>
</table>

Fig. 4. The car evaluation data set (6 atts, 4 classes): The groupings were done on the basis of forming larger groups of similar cars according to their rated quality (in the class label).

one of four classes. The distribution of the examples is heavily weighted towards two classes. There is also an intuitive ordering to the classes, ranging from unacceptable to very good. In all but one trial, grouping classes results in a significantly higher error rate than the adjusted error rate.

<table>
<thead>
<tr>
<th>Error in % (2fold cv)</th>
<th>Error in % (10-fold cv)</th>
<th>Groupings</th>
</tr>
</thead>
<tbody>
<tr>
<td>normal</td>
<td>subclasses</td>
<td>normal</td>
</tr>
<tr>
<td>7.09</td>
<td>7.09</td>
<td>6.21</td>
</tr>
<tr>
<td>7.08</td>
<td>7.08</td>
<td>7.07</td>
</tr>
<tr>
<td>6.37</td>
<td>7.08</td>
<td>5.80</td>
</tr>
<tr>
<td>8.74</td>
<td>6.57</td>
<td>5.29</td>
</tr>
<tr>
<td>7.25</td>
<td>6.81</td>
<td>5.57</td>
</tr>
</tbody>
</table>

Fig. 5. The dermatology data set (34 atts, 6 classes): As we have no knowledge of the various conditions being classified here, the groupings have to be considered random groupings, which are presumably not meaningful.

The dermatology, glass identification, and nursery datasets (Figure 5, 6, 7) all show only a slight tendency for C4.5 to perform worse when classes are grouped together.
However, there are two significant results in the 2-fold cross-validation trials. In one dermatology trial and one glass identification trial the adjusted error rate was exceeded by some 30%. It can be argued that the class groupings used for these particular trials are counter-intuitive. Consultation with domain experts would be required to determine whether this is the case.

Some of the dermatology results may point to an interesting finding. The groupings in the first two dermatology trials resulted in virtually no change in the adjusted error. This means that C4.5 is not confused between the classes in those groupings. However, when the dataset is changed to reflect these groupings, two contrasting results are obtained. In one trial, an absolute increase in error (in the order of 10%) is observed. In the other, a decrease is error (in the order of 6%) is observed.

### Table: Error in % (2fold cv) | Error in % (10-fold cv) | Groupings
<table>
<thead>
<tr>
<th>normal</th>
<th>subclasses</th>
<th>normal</th>
<th>subclasses</th>
</tr>
</thead>
<tbody>
<tr>
<td>36.98</td>
<td>36.98</td>
<td>32.73</td>
<td>32.73</td>
</tr>
<tr>
<td>21.72</td>
<td>20.78</td>
<td>19.21</td>
<td>19.62</td>
</tr>
<tr>
<td>38.86</td>
<td>36.74</td>
<td>32.64</td>
<td>32.55</td>
</tr>
<tr>
<td>34.81</td>
<td>34.44</td>
<td>31.70</td>
<td>31.60</td>
</tr>
<tr>
<td>42.92</td>
<td>33.84</td>
<td>30.78</td>
<td>29.96</td>
</tr>
</tbody>
</table>

**Fig. 6.** The glass identification data set (10 atts, 6 classes): As we have no knowledge of the various kinds of glass being classified here, the groupings have to be considered random groupings, which are presumably not meaningful.

### Table: Error in % (2fold cv) | Error in % (10-fold cv) | Groupings
<table>
<thead>
<tr>
<th>normal</th>
<th>subclasses</th>
<th>normal</th>
<th>subclasses</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.80</td>
<td>6.80</td>
<td>3.51</td>
<td>3.51</td>
</tr>
<tr>
<td>6.94</td>
<td>6.80</td>
<td>3.54</td>
<td>3.51</td>
</tr>
<tr>
<td>6.47</td>
<td>6.78</td>
<td>3.48</td>
<td>3.50</td>
</tr>
<tr>
<td>5.34</td>
<td>4.94</td>
<td>2.35</td>
<td>2.31</td>
</tr>
</tbody>
</table>

**Fig. 7.** The nursery data set (8 atts, 5 classes): The groupings were done on the basis of forming larger groups according to their ratings (in the class label).

Handwritten digits (Figure 8) only present a moderate trend. This is perhaps a little surprising because the dataset shares some important characteristics of the target concepts used in the simulation studies. It contains a reasonable number (10) of classes and errors result from a number of digits being confused with other digits. However, there
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### Error in % (2fold cv) | Error in % (10-fold cv) | Groupings
--- | --- | ---
normal subclasses | normal subclasses | subclasses
11.51 | 11.51 | {0}, {1}, {2}, {3}, {4}, {5}, {6}, {7}, {8}, {9}
8.48 | 7.25 | {0, 1, 2, 3, 4}, {5, 6, 7, 8, 9}
5.54 | 5.51 | {0, 2, 4, 6, 8}, {1, 3, 5, 7, 9}
7.57 | 7.12 | {0, 1, 2, 3, 4, 7}, {5, 6, 8, 9}
5.72 | 6.10 | {0, 1, 4, 6, 8, 9}, {2, 3, 5, 7}
9.36 | 9.11 | {3, 7, 9}, {2, 8}, {5, 6}, {0}, {1}, {4}, {8}

**Fig. 8.** The handwritten digits data set (64 atts, 10 classes): We listed various grouping of the 10 digits. The numbers 5, 6, 8, 9, appear to have a rather similar shape for the human eye. This group is reflected in the first and second grouping where we have the groups {0, 1, 2, 3, 4} vs. {5, 6, 7, 8, 9} on the one hand and the same grouping with the 7 shifted to the lower digits on the other hand. In the first case grouping resulted in a significant improvement over the normal training. When the 7 was shifted to the lower digits, the absolute error rate dropped further. However, C4.5 managed to perform significantly better than with the first grouping, resulting in no improvement over the normal training procedure. The result suggests that the instance space may be less fractured for the classes {0, 1, 2, 3, 4, 7} vs. {5, 6, 8, 9}, resulting in a better performance of C4.5 and a lower relative advantage using subclass labels.

are two stand out results. In one, the digits are divided into two groups, those between 0 and 4 and those between 5 and 9. For this trial, the error rate is approximated 18% greater than the adjusted rate. In another trial where the digits are separated according to whether they are prime or not, the error rate is 6–11% lower than the adjusted value.

### Error in % (2fold cv) | Error in % (10-fold cv) | Groupings
--- | --- | ---
normal subclasses | normal subclasses | subclasses
6.21 | 6.21 | {grass(g)}, {foliage(f)}, {window(w)}, {sky(s)}, {cement(c)}, {path(p)}
6.60 | 5.56 | {g, f}, {w, s}, {c, p}
3.75 | 3.60 | {g, f, s}, {w, c, p}

**Fig. 9.** The image segmentation data set (19 atts, 7 classes): The first grouping was done on the basis of similarity to the human eye. The second grouping is about natural and artificial surfaces, which appears to be a more arbitrary grouping. The results show a marked improvement for the intuitive grouping while the improvement for the second grouping is rather marginal.

In Figure 9 the results from image data are shown. For image domains intuitive similarities to the human eye are rather easy to determine. However, what appears similar to the human eye is not necessarily a good grouping for the learner, depending on the extracted features of the image used as the image representation to the learner.

Besides these observations of the behaviour of the error rates, we made another noteworthy observation concerning the tree sizes: The sizes of the learned trees using subclasses was about the same size as the trees trained without subclasses. No clear trend had been observed, although occasionally marked differences occurred. The results with
the UCI data sets did not show the same clear trend we observed on our simulated domains. In the simulated domains we had a clear trend towards smaller trees when more classes had to be covered by a single tree. We do not yet understand why the same trends were not reproduced for the learning trials using the UCI data.

This suggests that our simulated domains are not accurately reflecting the domain structure of the UCI data. At the same time we are vindicated with our approach of using simulation studies to enhance the understanding of learning processes, as the results with the UCI data were rather mixed.

The mixed results are due to significant differences in the various domains of the UCI data, which are poorly understood at this stage. To enhance our understanding, further studies on simulated domains in comparison to ‘real-world’ data sets are necessary in order to understand which domain features are responsible for what effects. This is not limited to studying the effect of subclasses but includes also many other important aspects of learning, such as overfitting, noise handling, model selection, or the effectiveness of committee classifiers.

5 Discussion and Conclusion

While using artificial data sets is not new in machine learning research, it has not been widely used as a tool to obtain a better understanding of the domain characteristics that determine the relative success or lack of success of a given technique. We believe that a host of important insights into characteristics of ML techniques and domains can be obtained using the presented methodology more extensively. The purpose of such simulations is insight into the nature of learning algorithms and reasons why they behave as they do. Using artificial domains it is much easier to understand the characteristics of learning algorithms as the domains are well-controlled and can easily be modified to validate emerging hypotheses.

We demonstrated our point by presenting results showing an intriguing behaviour of C4.5 to improve its classification error when more classes have to be distinguished. We explained the behaviour, that is at first sight counterintuitive, with the fact that more classes may make it easier for C4.5 to find an appropriate split point for an attribute. This is due to the fact that with few classes a single split on an attribute is likely to split also those training examples apart which belong to the same class (but lie in different pockets in the instance space). In contrast to that when C4.5 deals with many classes, it is more likely that C4.5 will find a split on an attribute which does not split apart the examples belonging to the same class. In this sense, the subclasses can be viewed as additional information provided to the learner for guiding the learning process.

In other words, it is easier for C4.5 to learn target functions that assign to each class one or a few convex areas in the object space, as opposed to rather complex shaped areas for only a few classes.

Guessing the correct class becomes drastically more difficult with an increased number of classes. In this light, it is still surprising that the additional information provided to C4.5 using subclasses more than outweighs the increased difficulty of ‘guessing’.

Our observation led us to the hypothesis that it may be advantageous for learning tasks for only few classes, to provide additional subclass labels to C4.5, as C4.5 may
use the additional information to find the proper splits. Obviously, this is only going to work, where the subclass labels are assigned in a meaningful way (ideally selecting a single convex sub-area of the object space). Under what circumstances subclass labels would be meaningful in the above sense is not easy to decide at this stage.

However, our empirical studies with the UCI data suggest that using subclass labels can indeed be used as a general heuristic which may well lead to better results for many practical data sets. Further studies are needed to better understand the observed effects. Our results so far show that the effect of using subclasses can significantly differ from application to application.

Another intriguing avenue for further research seems to be the exploration of how other learners react to additional subclass labels. In particular, for some learners, such as Naive Bayes, which let the ‘different classes compete’ against each other to make a decision on a classification, additional subclasses may have significantly more pronounced effects than for decision tree learners. For decision tree learners the recognition phase is not at all affected by the finer grained classifications, as each subclass is uniquely mapped to one of the grouped classes.

The fact that the empirical UCI data sets produced mixed results confirms our methodological approach to a deeper understanding of learning by using artificial data sets. Using the real-world data sets leads often to mixed results and it is very difficult to understand the reason of the varying results without further studies that involve different types of domain models in a controlled way.
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Abstract. Recommender systems make use of a database of user ratings to generate personalized recommendations and help people to find relevant products, items, or documents. In this paper, we present a probabilistic, model-based framework for user ratings based on a novel collaborative filtering technique that performs an automatic decomposition of user preferences. Our approach has several benefits, including highly accurate predictions, task-optimized model learning, mining of interest groups and patterns, as well as a highly efficient and scalable computation of predictions and recommendation lists.

1 Introduction

Knowing what one really wants is far from obvious. In order to figure out which book to read, which movie to watch, or which Web site to visit, we often rely on advise given to us by other people. Yet, in many situations one would like to automate the process of recommending items by anticipating user preferences. For example, in an electronic commerce setting customer may want to automatically receive accurate recommendations. Similarly, in the case of news groups or Web communities one would like to have some form of automated support, since these user groups are often far too large to allow its members to directly share experiences or to interchange recommendation. And even if one is lucky enough to get a person’s advise on a subject, the question of who’s advise to trust on which issue always remains a crucial question.

Recommender systems have been proposed and utilized in this context to leverage existing user data (ratings, profiles, logs) and to help people share their evaluations. Prominent Internet sites like amazon.com or CDnow use such systems for personalized product recommendation and to complement the traditional content-oriented search functionality. The predominant technique that powers recommender systems is collaborative filtering and the most popular methods are variations around the memory-based approach proposed in the GroupLens project. The underlying principle is extremely simple - for a given (so-called active) user, find people with similar interests and use their ratings and judgements to recommend new items.

In this paper, we propose a radically different approach to collaborative filtering which uses a sparse matrix decomposition technique called Probabilistic Latent Semantic Analysis to automatically discover preference patterns in user profile data. In order to motivate our approach, we will first briefly discuss the dominant paradigm for collaborative filtering in Section and point out what we think are its conceptional flaws. Section presents our approach whereas Section deals with an experimental evaluation and discussion.
2 Memory-Based Approaches

The by far most popular class of algorithms for collaborative filtering relies on the following principle. Given an active user $a$ and a database of user profiles, recommendations are determined by, (i) computing the similarity between the active user and all the users in the database, (ii) for each item, forming a weighted and properly normalized vote over all (or some) users in the database, where the weights reflect the similarity computed in (i).

More specifically, the Pearson correlation has been proposed in many landmark papers [8, 11], which computes the similarity between user profiles as

$$w(a, u) = \sum_{y \in V_a \cap V_u} \frac{(v_{a, y} - \bar{v}_a)(v_{u, y} - \bar{v}_u)}{\sqrt{\sigma_a \sigma_u}}. \quad (1)$$

Here $v_{u, y}$ denotes the (known) vote of user $u$ on item $y$, while $\bar{v}_u$ and $\sigma_u$ refer to the mean and standard deviation of votes of user $u$, respectively. Based on these weights a predictive vote for the active user is computed as follows,

$$p_{a, y} = \frac{\sum_{u : y \in V_a} w(a, u)v_{u, y}}{\sum_{u : y \in V_a} |w(a, u)|}. \quad (2)$$

Variations of this basic methodology include the use of different correlation measures like the Spearman correlation [11], the thresholding of weights, and the inhomogeneous weighting of items. These methods are often called memory-based methods or neighbor-based methods, since predicted votes are computed directly from the database of user profiles.

What is the fundamental assumption underlying this class of algorithms? Most importantly in our opinion, it is the idea of a constant similarity measure between user profiles. Here “constant” refers to the fact that $w(a, u)$ does not depend on the actual item $y$ under consideration. This is a very strong assumption, since it presupposes that in making a prediction for an active user, the “degree of trust” in the rating of some other user does not depend on the specific item. Similar assumptions are made by many model-based and hybrid approaches, e.g., the clustering approach of [12] and the personality diagnostics approach in [9]. The dependency network approach proposed in [3] on the other hand, builds a predictive model for each item and hence does not suffer from this limitation.

Potential problems that come with the above assumption can best be illustrated with an example: imagine we would like to recommend music to an active user $A$ who likes opera. In the database, we find a very “post-modern character”, $B$, who also adores opera but at the same time likes Salsa rhythms. Should one recommend Salsa to the purist opera fan? Or should one effectively eliminate $B$ from the neighbor set of $A$, although $B$’s opera recommendations could be highly relevant? Similarly, in the opposite situation, imagine that “typically” opera and Salsa are negatively correlated and most people who like one genre

---

1 Only the overall normalization in Eq. (2) is different for every item, although one can hardly consider this to be an “item-specific” weighting.
dislike the other one. This would imply that recommending items of one or the other type to $B$, but never both, dependent on the exact similarity weights and proportions.

Intuitively, what is missing in standard memory-based approaches is the possibility to model that fact that one person is a reliable recommender for another person with respect to a subset of items, but not necessarily for all possible items. This deficit is expected to become more relevant with increasing diversity of the item set and users’ interest patterns. In general, we strongly believe that the simple notion of similarity between one person and another person fails to capture the multi-dimensional nature of human preferences.

We see the solution to this problem in a method that couples recommendation with a decomposition of preferences, where each preference pattern models an interest or trait shared among a community of people. There is a reciprocal characterization of user communities by sets of items and vice versa, along with the typical ratings that describe the nature of the relation, be it positive, neutral, or negative.

### 3 Decomposing Preferences

We propose a probabilistic model-based approach to collaborative filtering which overcomes the major limitations of memory-based methods and offers a number of additional advantages:

- User profiles are explicitly decomposed into statistically significant interest patterns, each pattern typically dealing with a subset of the items. This allows to selectively share recommendations among users by introducing a dependency on the specific item or type of item, thereby increasing accuracy.
- The preference decomposition also performs data mining by revealing hidden patterns that drive user ratings. This can be used for identifying user communities as well as for data visualization.
- The probabilistic preference model can be used to tailor recommender systems to the task at hand. Often items come with specific costs or utilities and one can optimize the recommendations to maximize the expected utility.
- Once the model is trained, the database is no longer required to make recommendations. A model-based approach thus avoids the need to have a potentially huge database available to make recommendations. This has advantages in terms of memory requirements as well as system speed.

#### 3.1 Latent Class Models for User Ratings

There are two variants of probabilistic models that we investigate in this paper. They correspond to different settings of the recommendation problem: (I) predicting a user rating for an unknown item, i.e., estimating $P(v|u, y)$ or $p_{u,y} \equiv \sum_v v P(v|u, y)$ and (II) predicting a rating in conjunction with a selection, i.e., estimating $P(v, y|u)$. Which setting is more appropriate depends on the actual application and objective. For example, in an electronic commerce
setting, \( P(y|u) \) may model the fact whether a user is likely to purchase a product, which may be an important part of the system, irrespective of the actual user satisfaction expressed by the rating \( v \).

Formally, let us introduce a latent variable \( z_{u,y} \) for each (actual and potential) observation triplet \((u, y, v_{u,y})\), thus defining the complete data of an elementary rating event by \((u, y, v_{u,y}, z_{u,y})\). Intuitively, each quadruple is supposed to model the fact that a person \( u \) votes on item \( y \) with rating \( v_{u,y} \), “because of” \( z_{u,y} \). Each latent variable is intended to offer a hypothetical explanation for a rating. For example, a high rating of a person on a piece of music, say “Fidelio”, might be explained by the fact that the person is interested in the particular genre (opera). However, an alternative explanation could be that a person likes works by a specific composer (Beethoven) and the genre might be completely irrelevant. Yet a third person might like “Fidelio” because of its political message and its praise of freedom and love. Of course, it is not clear \textit{a priori} which possible explanations should be considered. And even for a finite candidate set of causes the question remains to what cause is in effect in each individual case. Each item may be liked or disliked for different reasons and persons may have more than a single interest, different aspects of their taste being relevant for different ratings. In summary, we are looking for a method that would automatically find potential causes, determine which subset of the causes are likely to be relevant for a specific item as well as for a specific person, and in each individual case assign a probability to the fact that a cause will be “active” for a given rating.

Assume for now that the number of potential causes is fixed beforehand, i.e., each variable \( z_{u,y} \) may take one out of a finite number of say \( K \) values. Then the joint probability of an observation triplet will be given by summing over all possible states of the latent variable,

\[
P(u, y, v) = \sum_z P(u, y, v, z) = \sum_z P(v, y|z, u)P(z|u)P(u). \tag{3}
\]

We make the crucial independence assumption that conditioned on the true cause \( z \), the vote as well as the selection of the item are independent of the user, implying that \( P(v, y|z, u) = P(v, y|z) \). The resulting model can be written as

\[
P(v, y|u) = \sum_z P(v, y|z)P(z|u) \tag{4}
\]

where we have neglected the user probability \( P(u) \). In the first case, where one conditions on both, the user as well as the item, one will get similarly

\[
P(v|u, y) = \sum_z P(v|y, z)P(z|u) \tag{5}
\]

These parameters have a very intuitive meaning: \( P(z|u) \) represents to what extend a user “participates” in a common interest pattern, or more precisely, which fraction of a user’s ratings are explained by hidden cause \( z \). \( P(v, y|z) \) models which items and item/vote combinations are more likely or less likely to occur in the interest group described by \( z \). Similarly, \( P(v|y, z) \) models the probability that a user as a member of interest group \( z \) will vote with \( v \) on item \( y \).
One can also investigate models in which the role of users and items are reversed, in particular in the symmetric setting of estimating $P(v|u, y)$. Notice that in the typical case where the number of users exceeds the number of items, the dimensionality of the resulting model will be quite different.

The presented approach is closely related to sparse matrix decomposition techniques and the paper effectively extends a model called Probabilistic Latent Semantic Analysis which has been used mainly in the context of information retrieval [6]. More details about the conceptual foundations can be found in [5]. A simplified model and preliminary experiments for collaborative filtering have been presented in [7], which mainly dealt with a conceptual framework for latent class models for collaborative filtering.

3.2 Expectation Maximization Algorithm

The Expectation Maximization (EM) algorithm is a standard method for maximum likelihood estimation in latent variable models. The EM algorithm performs two steps in alternation, an E-step, where the expected value for the unobserved variables are computed given the current parameters and a M-step, where these values are used to update the parameters. More details can be found in [5]. In our case the E-step computes the probability that a cause $z$ is associated with an observation triplet $(u, y, v_{u,y})$. By Bayes’ rule one obtains

$$P(z|u, y, v_{u,y}) = \frac{P(z|u)\rho(v_{u,y}, z, y)}{\sum_{z'} P(z'|u)\rho(v_{u,y}, z', y)},$$

(6)

where $\rho(v_{u,y}, z, y) = P(v_{u,y}|z, y)$ in case (I) and $\rho(v_{u,y}, z, y) = P(v_{u,y}, y|z)$ in case (II). Notice that the occurrence of a vote on $y$ matters in the computation of the posterior probabilities for $z$ according to (II), but not in case (I).

In the M-step one updates the parameters, i.e., re-estimates the conditional probabilities that define the model. The user participation probabilities are given by

$$P(z|u) = \frac{\sum_{(y,v_{u,y})} P(z|u, y, v_{u,y})}{\sum_{z'} \sum_{(y,v_{u,y})} P(z'|u, y, v_{u,y})} = \frac{\sum_{(y,v_{u,y})} P(z|u, y, v_{u,y})}{|\{(u, y, v_{u,y})\}|}.$$  

(7)

The update equations for $P(v|y, z)$ and $P(v, y|z)$, respectively, depend on the parametric form that one chooses for those distributions. We assume that the rating scale is quantized, e.g., a rating $v$ might be an integral number between 0 and 5 (as it is the case for the EachMovie data set). In the quantized case one can work directly with multinomial/binomial probability distributions, leading to

$$P(v|y, z) = \frac{\sum_{u} P(z|u, y, v)}{\sum_{v'} \sum_{u} P(z|u, y, v')}.$$  

(8)
Other choices are possible, for example a normal distribution with mean $\mu_{y,z}$ and variance $\sigma_{y,z}^2$ for each combination of items and hidden causes. In this case, the mean would simply be re-estimated in the M-step according to

$$\mu_{y,z} = \frac{\sum_{v_i} \sum_{u} v P(z|u,y,v)}{\sum_{v_i} \sum_{u} P(z|u,y,v)}.$$ (9)

The Gaussian model has shown slightly worse performance in the experiments, we have therefore focused on the multinomial/binomial model in the experiments.

4 Experimental Evaluation

4.1 Evaluation Criteria

A thorough empirical analysis of collaborative filtering algorithms has been presented in [1] and we have adapted most of the proposed evaluation criteria. The effectiveness of collaborative filtering techniques can be measured in various ways dependent on how the recommender system is used and how results are presented to the user.

In the case that individual items are presented to the user, we use two evaluation metrics. The first score is the absolute deviation of the predicted and actual vote,

$$E_1(u,y) = |p_{u,y} - v_{u,y}|.$$ (10)

Moreover, for quantized votes, we also evaluate the score

$$E_0(u,y) = \begin{cases} 0, & \text{if } p_{u,y} = v_{u,y} \\ 1, & \text{else.} \end{cases}$$ (11)

which only measures whether or not the vote was correctly predicted.

For ranked lists of items we have to assign score to permutations of items. We denote a permutation by $\tau$ and the rank of an item $y$ with respect to $\tau$ by $\tau(y)$, e.g., the top ranked item $y$ will have $\tau(y) = 1$, the second item $\tau(y) = 2$, and so forth. Items with known votes are not included in the ranking. We then use the following rank score for $\tau$,

$$R(u, \tau) = \sum_y 2^{-\frac{\tau(y)-1}{\alpha-1}} \max(v_{u,y} - \bar{v}, 0),$$ (12)

with $\bar{v}$ denoting the overall mean vote. The rationale behind this score is that when presented with a ranked list of items, users will sift through the list starting at the top, until they find a relevant item or simply give up. The probability that a user will ever take notice of an item at rank $r$ is modeled as an exponential distribution with a half-life constant $\alpha$ (set to 4 in our experiments). The total score for a population of users is then measured by (cf. [1])

$$R = 100 \frac{\sum_u R(u, \tau_u)}{\sum_u \max_{\tau'} R(u, \tau')}.$$ (13)
4.2 Evaluation Protocols

In the evaluation experiments the observed user ratings are partitioned into a training set and a test set. For each user the training data is used to compute votes on unrated items as well as a ranked list of recommendations. For the split into training and test data, we have used a leave-one-out protocol, where we randomly leave out one of the ratings for each user who has at least two observed ratings. This has been called the *All but 1* protocol in [1].

Notice that the above ranking measure takes a very simple form in this case: If the hold-out rating is below the average, simply skip this user. Otherwise, compute the rank of the hold out “positive” item and evaluate the expression corresponding to this item. The maximum achievable score would be to have the test item always be in first place.

4.3 Data Set

Unfortunately, there are very few data sets available to the academic community to test recommender systems. This seems largely because of the potential commercial value of user data and because of privacy issues. The data set we have used in our experiments is the EachMovie data. There are 1623 items in this data set and more than 60,000 user profiles with a total of over 2.8 million ratings. The rating scale is discrete taking values from 0 to 5.

4.4 Results

We have compared our statistical approach with the memory based approach using the Pearson correlation as a similarity measure. The results on predicting ratings for given items are summarize in Table 1. As one can see, the model-based approach achieves great performance gains in terms of absolute error as well as in terms of prediction accuracy. According to both scores, the model-based approach performs significantly better. The improvement grows with the number of states chosen for the latent class variables, but more or less levels out at around $K = 100$. Notice that we have used early stopping on validation data to avoid overfitting (cf. [5] for more details on complexity control issues).

Although we have not implemented other collaborative filtering techniques like Bayesian clustering or Bayesian networks, the comparison in [1] have demonstrated that memory-based methods achieve excellent results on this benchmark. The results reported in the latter paper on memory-based methods are also in good agreement with the outcome of our experiments. This makes the results in Table 1 even more remarkable. It can also be seen that models with reversed role of users and items show a weaker performance.

The results for generating ranked recommendation lists, the more typical setting for recommender systems are shown in Table 2. Notice that in this case the model denoted by case (II) has been used, which not only predicts the outcome of the rating, but also whether or not a person is familiar with a particular
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2 The original ratings have been multiplied by a factor of 5.
Table 1. Results for predicting individual test ratings on the Each Movie data set. $K$ denotes the number of latent states used to perform the decomposition.

<table>
<thead>
<tr>
<th>Method</th>
<th>Absolute Deviation</th>
<th>Relative Improvement</th>
<th>Prediction Accuracy</th>
<th>Relative Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>1.091</td>
<td>0.00</td>
<td>33.4</td>
<td>0.00</td>
</tr>
<tr>
<td>Memory-based</td>
<td>0.951</td>
<td>12.8%</td>
<td>35.3</td>
<td>6.3%</td>
</tr>
<tr>
<td>Model-based</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$K=5$</td>
<td>0.972</td>
<td>10.9%</td>
<td>39.3</td>
<td>17.6%</td>
</tr>
<tr>
<td>$K=10$</td>
<td>0.951</td>
<td>12.8%</td>
<td>39.8</td>
<td>19.1%</td>
</tr>
<tr>
<td>$K=20$</td>
<td>0.947</td>
<td>13.2%</td>
<td>39.9</td>
<td>19.5%</td>
</tr>
<tr>
<td>$K=50$</td>
<td>0.937</td>
<td>14.1%</td>
<td>40.1</td>
<td>20.0%</td>
</tr>
<tr>
<td>$K=100$</td>
<td>0.927</td>
<td>15.0%</td>
<td>40.6</td>
<td>21.6%</td>
</tr>
<tr>
<td>$K=150$</td>
<td>0.926</td>
<td>15.1%</td>
<td>40.7</td>
<td>21.9%</td>
</tr>
<tr>
<td>$K=200$</td>
<td>0.924</td>
<td>15.3%</td>
<td>40.8</td>
<td>22.2%</td>
</tr>
<tr>
<td>$K=400$</td>
<td>0.916</td>
<td>16.0%</td>
<td>41.4</td>
<td>24.0%</td>
</tr>
<tr>
<td>Model-based (Role of items and users reversed)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$K=20$</td>
<td>0.983</td>
<td>9.9%</td>
<td>37.7</td>
<td>12.8%</td>
</tr>
<tr>
<td>$K=50$</td>
<td>0.975</td>
<td>10.6%</td>
<td>38.4</td>
<td>14.9%</td>
</tr>
<tr>
<td>$K=100$</td>
<td>0.973</td>
<td>10.8%</td>
<td>38.5</td>
<td>15.2%</td>
</tr>
</tbody>
</table>

item and/or has rated an item. The achieved performance gains are even more substantial than for predicting ratings of single items. The relative performance gain over the baseline method of ranking items by overall popularity is more than 70%.

4.5 Performance Issues

The advantages of the model-based approach in terms of memory and computation time are also considerable. As far as the memory requirement is concerned, one only needs to store the parameters $P(v, y|z)$ or $P(v, y, z)$, respectively. The user-specific parameters $P(z|u)$ can be reconstructed as needed. In fact, it is simple to show that the problem of finding $P(z|u)$ reduces to an independent convex cross-entropy minimization problem for each user $u$. Since the number of users is typically much larger than the number of items, this can make a crucial difference. On the other hand, memory-based approaches suffer greatly from the fact that the data can not be compressed into a model, but has to be kept in main memory at recommendation time.

Similarly there are great savings in terms of computation time. In memory-based approaches, user correlations have typically to be performed on-line which is a very time consuming process. In comparison, the model-based approach only requires to perform of the order of $K$ operations to compute the probability for a single rating or rating/item pair. Since the probabilities $P(z|u)$ are typically very sparse, the actual savings will often be even larger for a slight sacrifice in accuracy. In our experiments, the model-based approach was typically more
Table 2. Rank score results for ordered recommendation lists on the Each Movie data set. $K$ denotes the number of latent states used to perform the decomposition.

<table>
<thead>
<tr>
<th>Method</th>
<th>Rank Score</th>
<th>Relative Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>26.95</td>
<td>0.00</td>
</tr>
<tr>
<td>Memory-based</td>
<td>36.71</td>
<td>36.2%</td>
</tr>
<tr>
<td>Model-based</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$K=20$</td>
<td>44.64</td>
<td>65.6%</td>
</tr>
<tr>
<td>$K=50$</td>
<td>45.91</td>
<td>70.3%</td>
</tr>
<tr>
<td>$K=100$</td>
<td>45.98</td>
<td>70.6%</td>
</tr>
</tbody>
</table>

than 10-20 times faster compared to the memory-based approach. In practice, memory-based methods often have to subsample the user profile base to allow real-time recommendations for large databases. This is not necessary for our model-based approach.

The main disadvantage of the model-based approach is the computational burden of the model training stage. For the EachMovie data, a typical training run took between 5 and 60 minutes on a Pentium III w/800 MHz (dependent on the dimensionality of the model). Yet, training can be performed off-line where computational resources are typically abundant or at least much less critical.

4.6 Mining User Preferences

Finally, we would like to illustrate that the decomposition of user ratings may lead to the discovery of interesting patterns and regularities that describe user interests as well as dislikes. To that extend we have visualized the items for each latent variable state by sorting them according to the popularity within an interest group as measured by $P(y|z)$ (irrespective of the actual vote). The average vote $\sum_v vP(v|y, z)$ is displayed in rectangular brackets as well. Figure 1 and 2 display the interest groups extracted by the model with $K = 40$, ordered according to the average “positiveness” of each group, computed as $\sum_{y,v} vP(v|y, z)P(y|z)$.

4.7 Conclusion

We have presented a powerful method for collaborative filtering and mining of user data. The method achieves a very good recommendation and prediction accuracy compared to previously proposed methods, in addition it is highly scalable, and extremely flexible. Conceptionally, the decomposition of user preferences is a radically novel idea that clearly distinguishes this approach from traditional memory-based approaches. The use as a data mining tool is another unique benefit of our method.
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<table>
<thead>
<tr>
<th>Interest Group 1 <em>4.8</em></th>
<th>Interest Group 2 <em>4.6</em></th>
<th>Interest Group 3 <em>4.5</em></th>
<th>Interest Group 4 <em>4.4</em></th>
<th>Interest Group 5 <em>4.4</em></th>
</tr>
</thead>
<tbody>
<tr>
<td>Twister <em>4.8</em> [0.064]</td>
<td>Batman [1989] <em>4.1</em> [0.066]</td>
<td>Trainspotting <em>5.7</em> [0.038]</td>
<td>Dead Man Walking <em>5.7</em> [0.052]</td>
<td>The Santa Clause <em>4.5</em> [0.014]</td>
</tr>
<tr>
<td>Independence Day ... <em>4.9</em> [0.061]</td>
<td>Apollo 13 <em>4.9</em> [0.065]</td>
<td>Fargo <em>5.0</em> [0.033]</td>
<td>The Truth About Ca ... <em>4.3</em> [0.039]</td>
<td>Casper <em>4.5</em> [0.014]</td>
</tr>
<tr>
<td>Toy Story <em>4.9</em> [0.057]</td>
<td>Tree ... <em>4.7</em> [0.059]</td>
<td>Pulp Fiction <em>5.7</em> [0.026]</td>
<td>Get Shorty <em>4.6</em> [0.036]</td>
<td>Robin Hood: Men in ... <em>4.3</em> [0.015]</td>
</tr>
<tr>
<td>Broken Arrow <em>4.9</em> [0.054]</td>
<td>Batman Forever <em>4.1</em> [0.054]</td>
<td>Clerks <em>4.7</em> [0.023]</td>
<td>Sense and Sensibil ... <em>5.7</em> [0.030]</td>
<td>Tommy Boy <em>4.5</em> [0.013]</td>
</tr>
<tr>
<td>Interest Group 6 <em>4.3</em></td>
<td>Interest Group 7 <em>4.3</em></td>
<td>Interest Group 8 <em>4.2</em></td>
<td>Interest Group 9 <em>4</em></td>
<td>Interest Group 10 <em>3.9</em></td>
</tr>
</tbody>
</table>
| The Remains of the ... *4.5* [0.047] | The Empire Strikes ... *4.7* [0.032] | Pretty Woman *4.2* [0.016] | Sleepers *4.2* [0.01] | A Clockwork Orange ... *
| The Piano *4.7* [0.043] | Raiders of the Lost ... *4.7* [0.03] | Mrs. Doubtfire *4.3* [0.059] | Jerry Maguire *4.6* [0.013] | Amadeus [1984] *4.2* *[0.008] |
| Lure Water For Cho ... *4.7* [0.043] | Star Wars *4.9* [0.026] | Ghost *4.4* [0.087] | The First Wives Cl ... *3.9* [0.013] | Psycho [1960] *4.2* [0.006] |
| Much Ado About Not ... *4.6* [0.041] | Indiana Jones and ... *4.5* [0.026] | Sleepless in Seatt ... *4.4* [0.055] | William Shakespeare ... *4.5* [0.011] | One Flew Over the ... *
| Interest Group 11 *3.8* | Interest Group 12 *3.8* | Interest Group 13 *3.7* | Interest Group 14 *3.7* | Interest Group 15 *3.7* |
| Independence Day ... *4.1* [0.034] | The Professional *4.3* [0.034] | Boys on the Side *3.8* [0.022] | The Usual Suspects *4.9* [0.063] | Searching For Bobb ... *
| Twister *3.8* [0.043] | The Crow *4.1* [0.023] | Only You *3.5* [0.021] | Quiz Show *3.5* [0.052] | Snow White and the ... *
| Mission: Impossible ... *3.7* [0.041] | Demolition Man *3.4* [0.02] | Something to Talk ... *3.3* [0.02] | Get Shorty *3.9* [0.025] | Pinocchio [1940] *
| Toy Story *4.1* [0.038] | Species *3.1* [0.026] | Corrina, Corrina *3.4* [0.018] | Pulp Fiction *4.6* [0.044] | Sabrina *3.7* [0.023] |
| Interest Group 16 *3.6* | Interest Group 17 *3.6* | Interest Group 18 *3.5* | Interest Group 19 *3.5* | Interest Group 20 *3.5* |
| Outbreak *3.8* [0.041] | Three Colors: Red *4.2* [0.03] | Mary Poppins [1964] *4.1* [0.028] | Leavin ... *4.5* [0.025] | Casper *3.5* [0.024] |
| Waterworld *3.7* [0.04] | Three Colors: Blue *4.7* [0.032] | Cinderella [1950] | Dead Man Walking *4.1* [0.075] | First Knight *4* [0.023] |
| Braveheart *4.9* [0.038] | Three Colors: Whi ... *4.9* [0.026] | The Sound of Music ... *4.2* [0.022] | The Swords of De ... *3.5* [0.021] | Junior *4.5* [0.021] |
| The Net *3.4* [0.038] | Barcelona *3.4* [0.02] | Dumbo [1941] | Sense and Sensibil ... *3.5* [0.074] | The Santa Clause *3.5* [0.019] |

Fig. 1. EachMovie interest groups number 1-20 out of 40.
Fig. 2. EachMovie interest groups number 21-40 out of 40.
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Abstract. Decision theory formally solves the problem of rational agents in uncertain worlds if the true environmental probability distribution is known. Solomonoff’s theory of universal induction formally solves the problem of sequence prediction for unknown distributions. We unify both theories and give strong arguments that the resulting universal AI model behaves optimally in any computable environment. The major drawback of the AI model is that it is uncomputable. To overcome this problem, we construct a modified algorithm AI\textsuperscript{tl}, which is still superior to any other time t and length l bounded agent. The computation time of AI\textsuperscript{tl} is of the order $t \cdot 2^l$.

1 Introduction

The most general framework for Artificial Intelligence is the picture of an agent interacting with an environment \cite{RN95}. If the goal is not pre-specified, the agent has to learn by occasional reinforcement feedback \cite{SB98}. If the agent shall be universal, no assumption about the environment may be made, besides that there exists some exploitable structure at all. We may ask for the most intelligent way an agent could behave, or, about the optimal way of learning in terms of real world interaction cycles. Decision theory formally\footnote{With a formal solution we mean a rigorous mathematically definition, uniquely specifying the solution. For problems considered here this always implies the existence of an algorithm which asymptotically converges to the correct solution.} solves this problem only if the true environmental probability distribution is known (e.g. Blackjack) \cite{Bel57,BT96,SB98}. On the other hand, there is a universal theory for a subset of machine learning, namely, passively predicting unseen data after exposure to training examples. \cite{Sol64,Sol78} formally solved this induction problem if the true distribution is unknown, but only if the agent cannot influence the environment (e.g. weather forecasts) \cite{LV97}. Here, we combine both ideas to obtain a universal machine learner for the general case where the learner can actively influence its world. We claim that the resulting parameterless model AI behaves optimally in any computable environment (e.g. prisoner or auction problems,
poker, car driving). To get an effective solution, a modification of $\xi_{ttl}$, superior to any other time $t$ and length $l$ bounded agent, is constructed. The computation time of $\xi_{ttl}$ per interaction cycle is of the order $t \cdot 2^t$. The computation time is still not practical, but $\xi_{ttl}$ represents the first learning algorithm with generalization capability at all which makes no specific assumptions (Markov property, known transition matrix, observability, similarity relations, ...) on the structure of the environment. The $\xi$ and $\xi_{ttl}$ models lead to many new insights into learning agents. The main goal of this work is to derive and discuss both models, and to clarify the meanings of universal, optimal, superior, etc. It summarizes a long report and is necessarily succinct. Details can be found in the technical report [Hut00].

2 Rational Agents & Sequential Decisions

Agents in probabilistic environments: A very general framework for intelligent systems is that of rational agents [RN95]. In cycle $k$, an agent performs action $y_k \in Y$ (output word) which results in a perception $x_k \in X$ (input word), followed by cycle $k+1$ and so on. If agent and environment are deterministic and computable, the entanglement of both can be modeled by two Turing machines with two common tapes (and some private tapes) containing the action stream $y_1 y_2 y_3 ...$ and the perception stream $x_1 x_2 x_3 ...$ (The meaning of $x_k \equiv x'_k r_k$ is explained in the next paragraph):

The program $p$ is called the policy of the agent interacting with environment $q$. We write $p(x_{<k}) = y_{1:k}$ to denote the output $y_{1:k} \equiv y_1 ... y_k$ of the agent $p$ on input $x_{<k} \equiv x_1 ... x_{k-1}$ and similarly $q(y_{1:k}) = x_{1:k}$ for the environment $q$. We call Turing machines $p$ and $q$ behaving in this way chronological. In the more general case of a probabilistic environment, given the history $y_{<k} y_k \equiv y_1 ... y_{k-1} y_k \equiv y_1 x_1 ... y_{k-1} x_{k-1} y_k$, the probability that the environment leads to perception $x_k$ in cycle $k$ is (by definition) $\mu(y_{<k}, y_k)$. The underlined argument $x_k$ in $\mu$ is a random variable and the other non-underlined arguments $y_{<k} y_k$ represent conditions. We call probability distributions like $\mu$ chronological. Details on the notation can be found in [Hut00].

The $\text{AI}_\mu$ Model: The goal of the agent is to maximize future rewards, which are provided by the environment through the inputs $x_k$. The inputs $x_k \equiv x'_k r_k$ are divided into a regular part $x'_k$ and some (possibly empty or delayed) reward $r_k$. The $\mu$-expected reward sum of future cycles $k$ to $m$ (called the value) with outputs $y_{k:m} \equiv y'_{k:m}$ generated by the agent’s policy $p$ can be written compactly as

$$V^p_\mu(y_{<k}) := \sum_{x_k ... x_m} (r_k + ... + r_m) \mu(y_{<k}, y'_{k:m}),$$  \hspace{1cm} (1)
where \( m \) is the lifespan of the agent, and the dots above \( \bar{y}_{<k} \) indicate the actual action and perception history. The value with outputs \( y_i \) generated by the ideal agent which maximizes the expected future rewards is

\[
V^*_\mu(\bar{y}_{<k}) := \max_{y_k} \sum_{x_k} \ldots \max_{y_m} \sum_{x_m} (r_k + \ldots + r_m) \mu(\bar{y}_{<k} y_{k:m}),
\]

i.e. the best expected reward is obtained by averaging over the \( x_i \) and maximizing over the \( y_i \). This has to be done in chronological order to correctly incorporate the dependency of \( x_i \) and \( y_i \) on the history. The output \( \hat{y}_k \), which achieves the maximal value defines the AI\( \mu \) model:

\[
\hat{y}_k := \arg \max_{y_k} \sum_{x_k} \ldots \max_{y_m} \sum_{x_m} (r_k + \ldots + r_m) \mu(\bar{y}_{<k} y_{k:m}).
\]

The AI\( \mu \) model is optimal in the sense that no other policy leads to higher \( \mu \)-expected reward. A detailed derivation and other recursive and functional versions can be found in [Hut00].

**Sequential decision theory:** Eq. (3) is essentially an Expectimax algorithm/sequence. One can relate (3) to the Bellman equations [Bel57] of sequential decision theory by identifying complete histories \( y_{<k} \) with states, \( \mu(\bar{y}_{<k} y_{k:m}) \) with the state transition matrix, \( V^*_\mu(\bar{y}_{<k}) \) with the value of history/state \( y_{<k} \), and \( y_k \) with the action in cycle \( k \) [BT96, RN95, Hut00]. Due to the use of complete histories as state space, the AI\( \mu \) model neither assumes stationarity, nor the Markov property, nor complete accessibility of the environment. Every state occurs at most once in the lifetime of the system. For this and other reasons the explicit formulation (3) is much more useful here than to enforce a pseudo-recursive Bellman equation form. As we have in mind a universal system with complex interactions, the action and perception spaces \( Y \) and \( X \) are huge (e.g. video images), and every action or perception itself occurs usually only once in the lifespan \( m \) of the agent. As there is no (obvious) universal similarity relation on the state space, an effective reduction of its size is impossible, but there is no principle problem in determining \( \hat{y}_k \) as long as \( \mu \) is known and computable and \( X, Y \) and \( m \) are finite.

**Reinforcement learning:** Things dramatically change if \( \mu \) is unknown. Reinforcement learning algorithms [KLM90, SB98, BT96] are commonly used in this case to learn the unknown \( \mu \). They succeed if the state space is either small or has effectively been made small by generalization or function approximation techniques. In any case, the solutions are either ad hoc, work in restricted domains only, have serious problems with state space exploration versus exploitation, or have non-optimal learning rate. There is no universal and optimal solution to this problem so far. In Section 4 we present a new model and argue that it formally solves all these problems in an optimal way. The true probability distribution \( \mu \) will not be learned directly, but will be replaced by a universal prior \( \xi \), which is shown to converge to \( \mu \) in a sense.
3 Algorithmic Complexity and Universal Induction

The problem of the unknown environment: We have argued that currently there is no universal and optimal solution to solving reinforcement learning problems. On the other hand, [Sol64] defined a universal scheme of inductive inference, based on Epicurus’ principle of multiple explanations, Ockham’s razor, and Bayes’ rule for conditional probabilities. For an excellent introduction one should consult the book of [LV97]. In the following we outline the theory and the basic results.

Kolmogorov complexity and universal probability: Let us choose some universal prefix Turing machine $U$ with unidirectional binary input and output tapes and a bidirectional working tape. We can then define the (conditional) prefix Kolmogorov complexity $[Cha75,Gac74,Kol65,Lev74]$ as the length $l$ of the shortest program $p$, for which $U$ outputs the binary string $x = x_1:n$ with $x_i \in \{0, 1\}$:

$$K(x) := \min_p \{l(p) : U(p) = x\},$$

and given $y$

$$K(x|y) := \min_p \{l(p) : U(p, y) = x\}.$$

The universal semimeasure $\hat{\xi}(x)$ is defined as the probability that the output of $U$ starts with $x$ when provided with fair coin flips on the input tape [Sol64, Sol78]. It is easy to see that this is equivalent to the formal definition

$$\hat{\xi}(x) := \sum_{p : \exists \omega: U(p) = x\omega} 2^{-l(p)}$$

where the sum is over minimal programs $p$ for which $U$ outputs a string starting with $x$. $U$ might be non-terminating. As the short programs dominate the sum, $\hat{\xi}$ is closely related to $K(x)$ as $\hat{\xi}(x) = 2^{-K(x) + O(K(l(x)))}$. $\hat{\xi}$ has the important universality property [Sol64] that it dominates every computable probability distribution $\hat{\rho}$ up to a multiplicative factor depending only on $\hat{\rho}$ but not on $x$:

$$\hat{\xi}(x) \geq 2^{-K(\hat{\rho}) - O(1)} \cdot \hat{\rho}(x).$$

The Kolmogorov complexity of a function like $\hat{\rho}$ is defined as the length of the shortest self-delimiting coding of a Turing machine computing this function. $\hat{\xi}$ itself is not a probability distribution. We have $\hat{\xi}(x0) + \hat{\xi}(x1) < \hat{\xi}(x)$ because there are programs $p$ which output just $x$, neither followed by 0 nor 1. They just stop after printing $x$ or continue forever without any further output. We will call a function $0 \leq \hat{\rho} \leq 1$ with the property $\sum_{x_n} \hat{\rho}(x_{1:n}) \leq \hat{\rho}(x_{<n})$ a semimeasure. $\hat{\xi}$ is a semimeasure and [5] actually holds for all enumerable semimeasures $\hat{\rho}$.

Universal sequence prediction: (Binary) sequence prediction algorithms try to predict the continuation $x_n$ of a given sequence $x_1...x_{n-1}$. In the following we

\footnote{It is possible to normalize $\hat{\xi}$ to a probability distribution as has been done in [Sol78, Hut99] by giving up the enumerability of $\hat{\xi}$. Bounds [8] and [10] hold for both definitions.}
will assume that the sequences are drawn from a probability distribution and that
the true probability of a string starting with $x_1...x_n$ is $\mu(x_{1:n})$. The probability of
$x_n$ given $x_{<n}$ hence is $\hat{\mu}(x_{<n}x_n)$. Usually $\hat{\mu}$ is unknown and the system can only
have some belief $\hat{\rho}$ about the true distribution $\mu$. Now the universal probability
$\hat{\xi}$ comes into play: [Sol78] has proved that the mean squared difference between $\hat{\xi}$ and $\hat{\mu}$ is finite for computable $\hat{\mu}$:
\[
\sum_{k=1}^{\infty} \sum_{x_{1:k}} \dot{\hat{\mu}}(x_{<k}) (\hat{\xi}(x_{<k}x_k) - \hat{\mu}(x_{<k}x_k))^2 < \ln 2 \cdot K(\hat{\mu}) + O(1). \tag{6}
\]

A simplified proof can be found in [Hut99]. So the difference between $\hat{\xi}(x_{<n}x_n)$ and $\hat{\mu}(x_{<n}x_n)$ rapidly tends to zero $n \to \infty$ with $\hat{\mu}$ probability 1 for any computable probability distribution $\hat{\mu}$. The reason for the astonishing property of a single (universal) function to converge to any computable probability distribution lies in the fact that the sets of $\hat{\mu}$-random sequences differ for different $\hat{\mu}$. Past data $x_{<n}$ are exploited to get a (with $n \to \infty$) improving estimate $\hat{\xi}(x_{<n}x_n)$ of $\hat{\mu}(x_{<n}x_n)$, The learning rule is deeply hidden in the Bayesian mechanism. The universality property $\text{(5)}$ is the central ingredient for proving $\text{(6)}$.

**Error bounds:** If we measure prediction quality as the number of correct predictions, the best possible system predicts the $x_n$ with the highest probability. Let $\text{SP}\rho$ be a probabilistic sequence predictor, predicting $x_n$ with probability $\hat{\rho}(x_{<n}x_n)$. If $\hat{\rho}$ is only a semimeasure the $\text{SP}\rho$ system might refuse any output in some cycles $n$. Further, we define a deterministic sequence predictor $\text{SP}\Theta_\rho$ predicting the $x_n$ with highest $\hat{\rho}$ probability. $\Theta_\rho(x_{<n}x_n) := 1$ for one $x_n$ with $\hat{\rho}(x_{<n}x_n) \geq \hat{\rho}(x_{<n}x_n') \forall x_n'$ and $\Theta_\rho(x_{<n}x_n) := 0$ otherwise. $\text{SP}\Theta_\mu$ is the best prediction scheme when $\hat{\mu}$ is known. If $\hat{\rho}(x_{<n}x_n)$ converges quickly to $\hat{\mu}(x_{<n}x_n)$ the number of additional prediction errors introduced by using $\Theta_\rho$ instead of $\Theta_\mu$ for prediction should be small in some sense. Let us define the total number of expected erroneous predictions the $\text{SP}\rho$ system makes for the first $n$ bits:
\[
E_{n\rho} := \sum_{k=1}^{n} \sum_{x_{1:k}} \dot{\hat{\mu}}(x_{1:k})(1 - \hat{\rho}(x_{<k}x_k)). \tag{7}
\]
The $\text{SP}\Theta_\mu$ system is best in the sense that $E_{n\Theta_\mu} \leq E_{n\rho}$ for any $\hat{\rho}$. In [Hut99] it has been shown that $\text{SP}\Theta_\xi$ is not much worse
\[
E_{n\Theta_\xi} - E_{n\rho} \leq H + \sqrt{4E_{n\rho}H + H^2} = O(\sqrt{E_{n\rho}}) \tag{8}
\]
with $H < \ln 2 \cdot K(\hat{\mu}) + O(1)$ and the tightest bound for $\hat{\rho} = \Theta_\mu$. For finite $E_{\infty\Theta_\mu}$, $E_{n\Theta_\xi}/E_{n\Theta_\mu} \to 1$ with rapid convergence. One can hardly imagine any better prediction algorithm as $\text{SP}\Theta_\xi$ without extra knowledge about the environment. The values of the $O(1)$ terms in the bounds $\text{(7)}$ and $\text{(8)}$ depend on the chosen universal Turing machine [LV97]. For real-sized problems (but not for toy problems), $K(\hat{\mu}) \gg O(1)$. Therefore the bounds, and hence the prediction quality, is only marginally effected by different Turing machine choices. In
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[4] and [5] have been generalized from binary to arbitrary alphabet and to general loss functions. Apart from computational aspects, which are of course very important, the problem of sequence prediction could be viewed as essentially solved.

4 The Universal AIX Model

**Definition of the AIX Model:** We have developed enough formalism to suggest our universal AIX model. All we have to do is to suitably generalize the universal semimeasure $\hat{\xi}$ from the last section and to replace the true but unknown probability $\hat{\mu}$ in the AIXμ model by this generalized $\xi$. In what sense this AIX model is universal and optimal will be discussed thereafter.

We define the generalized universal probability $\xi$ as the $2^{-l(q)}$ weighted sum over all chronological programs (environments) $q$ which output $x_{1:k}$, similar to (4) but with $y_{1:k}$ provided on the “input” tape:

$$\xi(\underline{x}_{1:k}) := \sum_{q : q(y_{1:k}) = x_{1:k}} 2^{-l(q)}.$$  \hfill (9)

Replacing $\mu$ by $\xi$ in (3) the AIX system outputs

$$\hat{y}_k := \arg \max_{y_k} \sum_{x_k} \cdots \max_{y_m} \sum_{x_m} (r_k + \cdots + r_m) \xi(\hat{y}_k \underline{x}_{k:m}).$$  \hfill (10)

in cycle $k$ given the history $\hat{y}_{<k}$.

*(Non)parameters of AIX:* The AIX model and its behaviour is completely defined by (9) and (10). It (slightly) depends on the choice of the universal Turing machine, because $K()$ and $l()$ are defined only up to terms of order 1. The AIX model also depends on the choice of $X$ and $Y$, but we do not expect any bias when the spaces are chosen sufficiently large and simple, e.g. all strings of length $2^{16}$. Choosing $\mathbb{N}$ as word space would be ideal, but whether the maxima (or suprema) exist in this case, has to be shown beforehand. The only non-trivial dependence is on the horizon $m$. Ideally we would like to chose $m = \infty$, but there are several subtleties to be discussed later, which prevent at least a naive limit $m \to \infty$. So apart from $m$ and unimportant details, the AIX system is uniquely defined by (10) and (9) without adjustable parameters. It does not depend on any assumption about the environment apart from being generated by some computable (but unknown!) probability distribution, as we will see.

**Universality of $\xi$:** It can be shown that $\xi$ defined in (9) is universal and converges to $\mu$ analogously to the SP case (5) and (6). The proofs are generalizations from the SP case. The actions $y$ are pure spectators and cause no difficulties in the generalization. This will change when we analyze error/value bounds analogously to (8). The major difference when incorporating $y$ is that in (4), $U(\hat{p}) = x\omega$ produces strings starting with $x$, whereas in (5) we can demand $q$ to output exactly $n$ words $x_{1:n}$ as $q$ knows $n$ from the number of input words $y_1\ldots y_n$. $\xi$ dominates all chronological enumerable semimeasures [4]

$$\xi(\underline{x}_{1:n}) \geq 2^{-K(\hat{p}) - O(1)} \hat{p}(\underline{x}_{1:n}).$$  \hfill (11)
\(\xi\) is a universal element in the sense of (11) in the set of all enumerable chronological semimeasures. This can be proved even for infinite (countable) alphabet \[\text{Hut00}\].

**Convergence of \(\xi\) to \(\mu\):** From (11) one can show

\[
\sum_{k=1}^{n} \sum_{x_{1:k}} \mu(y_{<k} k) \left( \mu(y_{<k} k) - \xi(y_{<k} k) \right)^2 < \ln 2 \cdot K(\mu) + O(1) \quad (12)
\]

for computable chronological measures \(\mu\). The main complication in generalizing (6) to (12) is the generalization to non-binary alphabet \[\text{Hut00}\]. The \(y\) are, again, pure spectators. (12) shows that the \(\mu\)-expected squared difference of \(\mu\) and \(\xi\) is finite for computable \(\mu\). This, in turn, shows that \(\xi(y_{<k} k)\) converges to \(\mu(y_{<k} k)\) for \(k \to \infty\) with \(\mu\) probability 1. If we take a finite product of \(\xi\)-s and use Bayes’ rule, we see that also \(\xi(y_{<k} k; k+r)\) converges to \(\mu(y_{<k} k; k+r)\).

More generally, in the case of a bounded horizon \(h_k \equiv m_k - k + 1 \leq h_{\text{max}} < \infty\), it follows that

\[
\xi(y_{<k} k)_{m_k} \xrightarrow{k \to \infty} \mu(y_{<k} k)_{m_k} \quad (13)
\]

with \(\mu\)-probability 1. Eq. (13) does not guarantee \(\dot{y}_{\xi} k \to \dot{y}_k^\mu\), since \(\dot{y}_k^\mu/\xi\) are discontinuous functions of \(\mu/\xi\) due to the discontinuous arg max operation in (3). This gap is already present in the SP\(\Theta\_\mu\) models, but nevertheless good error bounds could be proved. This gives confidence that the outputs \(\dot{y}_k^\xi\) of the AI\(\xi\) model \[\text{Hut00}\] could converge to the outputs \(\dot{y}_k^\mu\) of the AI\(\mu\) model \[\text{Hut00}\], at least for a bounded horizon \(h_k\). The problems with a fixed horizon \(m_k = m\) and especially \(m \to \infty\) will be discussed later.

**Universally optimal AI systems:** We want to call an AI model *universal*, if it is \(\mu\)-independent (unbiased, model-free) and is able to solve any solvable problem and learn any learnable task. Further, we call a universal model, *universally optimal*, if there is no program, which can solve or learn significantly faster (in terms of interaction cycles). As the AI\(\xi\) model is parameterless, \(\xi\) converges to \(\mu\) in the sense of (12,13), the AI\(\mu\) model is itself optimal, and we expect no other model to converge faster to AI\(\mu\) by analogy to SP \[\text{Hut00}\],

we expect AI\(\xi\) to be universally optimal.

This is our main claim. Further support is given in \[\text{Hut00}\] by a detailed analysis of the behaviour of AI\(\xi\) for various problem classes, including prediction, optimization, games, and supervised learning. The difficulties in obtaining a precise formulation and a general proof, as well as suggestions to overcome them, are analyzed in detail. A first (weak) bound for the passive case is proven.

**The choice of the horizon:** The only significant arbitrariness in the AI\(\xi\) model lies in the choice of the lifespan \(m\) or the \(h_k \equiv m_k - k + 1\) if we allow a cycle dependent \(m\). We will not discuss *ad hoc* choices of \(h_k\) for specific problems. We are interested in universal choices. The book of \[\text{Ber95}\] thoroughly discusses the mathematical problems regarding infinite horizon systems.

In many cases the time we are willing to run a system depends on the quality of its actions. Hence, the lifetime, if finite at all, is not known in advance. Exponential discounting \(r_k \sim r_k \cdot \gamma^k\) solves the mathematical problem of \(m \to \infty\) but
is no real solution, since an effective horizon \( h \sim \ln \frac{1}{\gamma} \) has been introduced. The scale invariant discounting \( r_k \sim r_k \cdot k^{-\alpha} \) has a dynamic horizon \( h \sim k \). This choice has some appeal, as it seems that humans of age \( k \) years usually do not plan their lives for more than the next \( \sim k \) years. From a practical point of view this model might serve all needs, but from a theoretical point we feel uncomfortable with such a limitation in the horizon from the very beginning. A possible way of taking the limit \( m \to \infty \) without discounting and its problems can be found in \[\text{Hut00}\].

Another objection against too large choices of \( m_k \) is that \( \xi(y_{<k} y_{k/m_k}) \) has been proved to be a good approximation of \( \mu(y_{<k} y_{k/m_k}) \) only for \( k \gg h_k \), which is never satisfied for \( m_k = m \to \infty \). On the other hand it may turn out that the rewards \( r_{k'} \) for \( k' \gg k \), where \( \xi \) may no longer be trusted as a good approximation of \( \mu \), are in a sense randomly disturbed with decreasing influence on the choice of \( \hat{y}_k \). This claim is supported by the forgetfulness property of \( \xi \) (see next paragraph) and can be proved when restricting to factorizable environments \[\text{Hut00}\].

We are not sure whether the choice of \( m_k \) is of marginal importance, as long as \( m_k \) is chosen sufficiently large and of low complexity, \( m_k = 2^{2^{16}} \) for instance, or whether the choice of \( m_k \) will turn out to be a central topic for the AI model or for the planning aspect of any universal AI system in general. Most if not all problems in agent design of balancing exploration and exploitation vanish by a sufficiently large choice of the (effective) horizon and a sufficiently general prior.

We suppose that the limit \( m_k \to \infty \) for the AI model results in correct behaviour for weakly separable (defined in the next paragraph) \( \mu \), and that even the naive limit \( m \to \infty \) may exist.

**Value bounds and separability concepts:** The values \( V^* \) associated with the AI systems correspond roughly to the negative error measure \( -E_{n,\rho} \) of the SP systems. In the SP case we were interested in small bounds for the error excess \( E_{n,\theta} - E_{n,\rho} \). Unfortunately, simple value bounds for AI or any other AI system in terms of \( V^* \) analogously to the error bound \[8\] cannot hold \[\text{Hut00}\]. We even have difficulties in specifying what we can expect to hold for AI or any AI system which claims to be universally optimal. In SP, the only important property of \( \mu \) for proving error bounds was its complexity \( K(\mu) \). In the AI case, there are no useful bounds in terms of \( K(\mu) \) only. We either have to study restricted problem classes or consider bounds depending on other properties of \( \mu \), rather than on its complexity only. In \[\text{Hut00}\] the difficulties are exhibited by two examples. Several concepts, which might be useful for proving value bounds are introduced and discussed. They include forgetful, relevant, asymptotically learnable, farsighted, uniform, (generalized) Markovian, factorizable and (pseudo) passive \( \mu \). They are approximately sorted in the order of decreasing generality and are called separability concepts. A first weak bound for passive \( \mu \) has been proven.

## 5 Time Bounds and Effectiveness

**Non-effectiveness of AI:** \( \xi \) is not a computable but only an enumerable semimeasure. Hence, the output \( \hat{y}_k \) of the AI model is only asymptotically
computable. AI$\xi$ yields an algorithm that produces a sequence of trial outputs eventually converging to the correct output $y_k$, but one can never be sure whether one has already reached it. Besides this, convergence is extremely slow, so this type of asymptotic computability is of no direct practical use. Furthermore, the replacement of $\xi$ by time-limited versions $[LV97]$, which is suitable for sequence prediction, has been shown to fail for the AI$\xi$ model $[Hut00]$. This leads to the issues addressed next.

**Time bounds and effectiveness:** Let $\tilde{p}$ be a policy which calculates an acceptable output within a reasonable time $\tilde{t}$ per cycle. This sort of computability assumption, namely, that a general purpose computer of sufficient power and appropriate program is able to behave in an intelligent way, is the very basis of AI research. Here it is not necessary to discuss what exactly is meant by ‘reasonable time/intelligence’ and ‘sufficient power’. What we are interested in is whether there is a computable version of the AI$\xi$ system which is superior or equal to any policy $p$ with computation time per cycle of at most $\tilde{t}$.

What one can realistically hope to construct is an AI$\xi^{\tilde{t}}$ system of computation time $c\cdot\tilde{t}$ per cycle for some constant $c$. The idea is to run all programs $p$ of length $\tilde{l} := l(\tilde{p})$ and time $\tilde{t}$ per cycle and pick the best output in the sense of maximizing the universal value $V_\xi^*$. The total computation time is $c\cdot\tilde{t}$ with $c \approx 2^{\tilde{l}}$. Unfortunately $V_\xi^*$ cannot be used directly since this measure is itself only semi-computable and the approximation quality by using computable versions of $\xi$ given a time of order $c\cdot\tilde{t}$ is crude $[LV97,Hut00]$. On the other hand, we have to use a measure which converges to $V_\xi^*$ for $\tilde{t}, \tilde{l} \to \infty$, since we want the AI$\xi^{\tilde{t}}$ model to converge to the AI$\xi$ model in that case.

**Valid approximations:** A solution satisfying the above conditions is suggested in $[Hut00]$. The main idea is to consider extended chronological incremental policies $p$, which in addition to the regular output $y^p_k$ rate their own output with $w^p_k$. The AI$\xi^{\tilde{t}}$ model selects the output $\hat{y}_k = y^p_k$ of the policy $p$ with highest rating $w^p_k$. $p$ might suggest any output $y^p_k$ but it is not allowed to rate itself with an arbitrarily high $w^p_k$ if one wants $w^p_k$ to be a reliable criterion for selecting the best $p$. One must demand that no policy $p$ is allowed to claim that it is better than it actually is. In $[Hut00]$ a logical predicate VA($p$), called valid approximation, is defined, which is true if, and only if, $p$ always satisfies $w^p_k \leq V^p_\xi(y^p_\leq k)$, i.e. never overrates itself. $V^p_\xi(y^p_\leq k)$ is the $\xi$ expected future reward under policy $p$. Valid policies $p$ can then be (partially) ordered w.r.t. their rating $w^p_k$.

**The universal time bounded AI$\xi^{\tilde{t}}$ system:** In the following, we describe the algorithm $p^*$ underlying the AI$\xi^{\tilde{t}}$ system. It is essentially based on the selection of the best algorithms $p^*_k$ out of the time $\tilde{t}$ and length $\tilde{l}$ bounded policies $p$, for which there exists a proof $P$ of VA($p$) with length $\leq l_P$.

1. Create all binary strings of length $l_P$ and interpret each as a coding of a mathematical proof in the same formal logic system in which VA($\cdot$) has been formulated. Take those strings which are proofs of VA($p$) for some $p$ and keep the corresponding programs $p$.
2. Eliminate all $p$ of length $>\tilde{l}$. 
3. Modify all $p$ in the following way: all output $w^p_ky^p_k$ is temporarily written on an auxiliary tape. If $p$ stops in $t$ steps the internal 'output' is copied to the output tape. If $p$ does not stop after $t$ steps a stop is forced and $w^p_k := -\infty$ and some arbitrary $y^p_k$ is written on the output tape. Let $\mathcal{P}$ be the set of all those modified programs.


5. Run every $p \in \mathcal{P}$ on extended input $\hat{y} \hat{x} < k$, where all outputs are redirected to some auxiliary tape: $p(\hat{y} \hat{x} < k) = w^p_1y^p_1...w^p_ky^p_k$. This step is performed incrementally by adding $\hat{y} \hat{x}_k$ for $k > 1$ to the input tape and continuing the computation of the previous cycle.

6. Select the program $p$ with highest rating $w^p_k$: $p^* := \arg \max_p w^p_k$.

7. Write $\hat{y}_k := y^p_k$ to the output tape.

8. Receive input $\hat{x}_k$ from the environment.


**Properties of the $p^*$ algorithm:** Let $p$ be any extended chronological (incremental) policy of length $l(p) \leq \bar{l}$ and computation time per cycle $t(p) \leq \bar{t}$, for which there exists a proof of $\text{VA}(p)$ of length $\leq l_P$. The algorithm $p^*$, depending on $\bar{l}$, $\bar{t}$ and $l_P$ but not on $p$, has always higher rating than any such $p$. The setup time of $p^*$ is $t_{\text{setup}}(p^*) = O(l_P^2 \cdot 2^{l_P})$ and the computation time per cycle is $t_{\text{cycle}}(p^*) = O(2^{l_P} \cdot \bar{t})$. Furthermore, for $l_P, \bar{t}, \bar{l} \rightarrow \infty$, policy $p^*$ converges to the behavior of the AI$\xi$ model.

Roughly speaking, this means that if there exists a computable solution to some AI problem at all, then the explicitly constructed algorithm $p^*$ is such a solution. This claim is quite general, but there are some limitations and open questions, regarding the setup time, regarding the necessity that the policies must rate their own output, regarding true but not (efficiently) provable $\text{VA}(p)$, and regarding “inconsistent” policies [Hut00].

6 Outlook & Discussion

This section contains some discussion and remarks on otherwise unmentioned topics.

**Value bounds:** Rigorous proofs of value bounds for the AI$\xi$ theory are the major theoretical challenge – general ones as well as tighter bounds for special environments $\mu$. Of special importance are suitable (and acceptable) conditions to $\mu$, under which $\hat{y}_k$ and finite value bounds exist for infinite $Y$, $X$ and $m$.

**Scaling AI$\xi$ down:** [Hut00] shows for several examples how to integrate problem classes into the AI$\xi$ model. Conversely, one can downscale the AI$\xi$ model by using more restricted forms of $\xi$. This could be done in a similar way as the theory of universal induction has been downscaled with many insights to the Minimum Description Length principle [Ris89] or to the domain of finite automata [FMG92]. The AI$\xi$ model might similarly serve as a super model, from which specialized models could be derived.

**Applications:** [Hut00] shows how a number of AI problem classes, including sequence prediction, strategic games, function minimization and supervised learning fit into the general AI$\xi$ model. All problems are claimed to be formally solved
by the AI\(\xi\) model. The solution is, however, only formal, because the AI\(\xi\) model is uncomputable or, at best, approximable. First, each problem class is formulated in its natural way (when \(\mu^{\text{problem}}\) is known) and then a formulation within the AI\(\mu\) model is constructed and their equivalence is proven. Then, the consequences of replacing \(\mu\) by \(\xi\) are considered. The main goal is to understand how the problems are solved by AI\(\xi\).

**Implementation and approximation:** The AI\(\xi\)\textsuperscript{t} model suffers from the same large factor \(2^l\) in computation time as Levin search for inversion problems [Lev73]. Nevertheless, Levin search has been implemented and successfully applied to a variety of problems [Sch97, SZW97]. Hence, a direct implementation of the AI\(\xi\)\textsuperscript{t} model may also be successful, at least in toy environments, e.g. prisoner problems. The AI\(\xi\)\textsuperscript{t} algorithm should be regarded only as the first step toward a *computable universal AI model*. Elimination of the factor \(2^l\) without giving up universality will probably be a very difficult task. One could try to select programs \(p\) and prove \(\text{VA}(p)\) in a more clever way than by mere enumeration. All kinds of ideas like, heuristic search, genetic algorithms, advanced theorem provers, and many more could be incorporated. But now we have a problem.

**Computability:** We seem to have transferred the AI problem just to a different level. This shift has some advantages (and also some disadvantages) but presents, in no way, a solution. Nevertheless, we want to stress that we have reduced the AI problem to (mere) computational questions. Even the most general other systems the author is aware of, depend on some (more than complexity) assumptions about the environment, or it is far from clear whether they are, indeed, universally optimal. Although computational questions are themselves highly complicated, this reduction is a non-trivial result. A formal theory of something, even if not computable, is often a great step toward solving a problem and has also merits of its own (see previous paragraphs).

**Elegance:** Many researchers in AI believe that intelligence is something complicated and cannot be condensed into a few formulas. They believe it is more a combining of enough *methods* and much explicit *knowledge* in the right way. From a theoretical point of view, we disagree as the AI\(\xi\) model is simple and seems to serve all needs. From a practical point of view we agree to the following extent. To reduce the computational burden one should provide special purpose algorithms (*methods*) from the very beginning, probably many of them related to reduce the complexity of the input and output spaces \(X\) and \(Y\) by appropriate pre/post-processing methods.

**Extra knowledge:** There is no need to incorporate extra *knowledge* from the very beginning. It can be presented in the first few cycles in *any* format. As long as the algorithm that interprets the data is of size \(O(1)\), the AI\(\xi\) system will “understand” the data after a few cycles (see [Hut00]). If the environment \(\mu\) is complicated but extra knowledge \(z\) makes \(K(\mu|z)\) small, one can show that the bound \(\text{(12)}\) reduces to \(\ln 2 \cdot K(\mu|z)\) when \(x_1 \equiv z\), i.e. when \(z\) is presented in the first cycle. Special purpose algorithms could also be presented in \(x_1\), but it would be cheating to say that no special purpose algorithms have been implemented in AI\(\xi\). The boundary between implementation and training is blurred in the AI\(\xi\) model.
Training: We have not said much about the training process itself, as it is not specific to the AI model and has been discussed in literature in various forms and disciplines. A serious discussion would be out of place. To repeat a truism, it is, of course, important to present enough knowledge $x'_k$ and evaluate the system output $y_k$ with $r_k$ in a reasonable way. To maximize the information content in the reward, one should start with simple tasks and give positive reward to approximately the better half of the outputs $y_k$, for instance.

The big questions: [Hut00] contains a discussion of the “big” questions concerning the mere existence of any computable, fast, and elegant universal theory of intelligence, related to Penrose’s non-computable environments, and Chaitin’s ‘number of wisdom’ $\Omega$.
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Abstract. Solomonoff’s uncomputable universal prediction scheme $\xi$ allows to predict the next symbol $x_k$ of a sequence $x_1...x_{k-1}$ for any Turing computable, but otherwise unknown, probabilistic environment $\mu$. This scheme will be generalized to arbitrary environmental classes, which, among others, allows the construction of computable universal prediction schemes $\xi$. Convergence of $\xi$ to $\mu$ in a conditional mean squared sense and with $\mu$ probability 1 is proven. It is shown that the average number of prediction errors made by the universal $\xi$ scheme rapidly converges to those made by the best possible informed $\mu$ scheme. The schemes, theorems and proofs are given for general finite alphabet, which results in additional complications as compared to the binary case. Several extensions of the presented theory and results are outlined. They include general loss functions and bounds, games of chance, infinite alphabet, partial and delayed prediction, classification, and more active systems.

1 Introduction

The Bayesian framework is ideally suited for studying induction problems. The probability of observing $x_k$ at time $k$, given past observations $x_1...x_{k-1}$, can be computed with Bayes’ rule if the generating probability distribution $\mu$, from which sequences $x_1x_2x_3...$ are drawn, is known. The problem, however, is that in many cases one does not even have a reasonable estimate of the true generating distribution. What is the true probability of weather sequences or stock charts? In order to overcome this problem we define a universal distribution $\xi$ as a weighted sum of distributions $\mu_i \in M$, where $M$ is any finite or countable set of distributions including $\mu$. This is a generalization of Solomonoff induction, in which $M$ is the set of all enumerable semi-measures [Sol64, Sol78]. We show that using the universal $\xi$ as a prior is nearly as good as using the unknown generating distribution $\mu$. In a sense, this solves the problem, that the generating distribution $\mu$ is not known, in a universal way. All results are obtained for general finite alphabet. Convergence of $\xi$ to $\mu$ in a conditional mean squared sense and with $\mu$ probability 1 is proven. The number of errors $E_{\Theta_\xi}$ made by the universal prediction scheme $\Theta_\xi$ based on $\xi$ minus the number of errors $E_{\Theta_\mu}$ of
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the optimal informed prediction scheme $\Theta_\mu$ based on $\mu$ is proven to be bounded by $O(\sqrt{E_{\Theta_\mu}})$.

Extensions to arbitrary loss functions, games of chance, infinite alphabet, partial and delayed prediction, classification, and more active systems are discussed (Section 5). The main new results are a generalization of the universal probability $\xi$ [Sol64] to arbitrary probability classes and weights (Section 2), a generalization of the convergence $\xi \rightarrow \mu$ (Section 3) and the error bounds [Hut99] to arbitrary alphabet (Section 4). The non-binary setting causes substantial additional complications. Non-binary prediction cannot be (easily) reduced to the binary case. One may have in mind a binary coding of the symbols $x_k$ in the sequence $x_1x_2\ldots$. But this makes it necessary to predict a block of bits $x_k$, before receiving the true block of bits $x_k$, which differs from the bit-by-bit prediction considered in [Sol78, LV97, Hut99].

For an excellent introduction to Kolmogorov complexity and Solomonoff induction one should consult the book of Li and Vitányi [LV97] or the article [LV92] for a short course. Historical surveys of inductive reasoning and inference can be found in [ASS3, Sol97].

2 Setup

2.1 Strings and Probability Distributions

We denote strings over a finite alphabet $A$ by $x_1x_2\ldots x_n$ with $x_k \in A$. We further use the abbreviations $x_{n:m} := x_nx_{n+1}\ldots x_{m-1}x_m$ and $x_{<n} := x_1\ldots x_{n-1}$. We use Greek letters for probability distributions and underline their arguments to indicate that they are probability arguments. Let $\rho(x_1\ldots x_n)$ be the probability that an (infinite) sequence starts with $x_1\ldots x_n$:

$$\sum_{x_{1:n} \in A^n} \rho(x_{1:n}) = 1, \quad \sum_{x_n \in A} \rho(x_{1:n}) = \rho(x_{<n}), \quad \rho(\epsilon) = 1. \quad (1)$$

We also need conditional probabilities derived from Bayes’ rule. We prefer a notation which preserves the order of the words, in contrast to the standard notation $\rho(\cdot|\cdot)$ which flips it. We extend the definition of $\rho$ to the conditional case with the following convention for its arguments: An underlined argument $\underline{x}_k$ is a probability variable and other non-underlined arguments $x_k$ represent conditions. With this convention, Bayes’ rule has the following look:

$$\rho(x_{<n} \underline{x}_n) = \rho(\underline{x}_1:n)/\rho(\underline{x}_{<n}), \quad \rho(\underline{x}_1\ldots \underline{x}_n) = \rho(\underline{x}_1) \cdot \rho(\underline{x}_1\underline{x}_2) \cdot \ldots \cdot \rho(\underline{x}_1\ldots \underline{x}_{n-1}\underline{x}_n). \quad (2)$$

The first equation states that the probability that a string $x_1\ldots x_{n-1}$ is followed by $x_n$ is equal to the probability that a string starts with $x_1\ldots x_n$ divided by the probability that a string starts with $x_1\ldots x_{n-1}$. The second equation is the first, applied $n$ times.
2.2 Universal Prior Probability Distribution

Most inductive inference problem can be brought into the following form: Given a string $x_k$, take a guess at its continuation $x_k$. We will assume that the strings which have to be continued are drawn from a probability distribution $\mu$. The maximal prior information a prediction algorithm can possess is the exact knowledge of $\mu$, but in many cases the generating distribution is not known. Instead, the prediction is based on a guess $\rho$ of $\mu$. We expect that a predictor based on $\rho$ performs well, if $\rho$ is close to $\mu$ or converges, in a sense, to $\mu$. Let $M := \{\mu_1, \mu_2, \ldots\}$ be a finite or countable set of candidate probability distributions on strings. We define a weighted average on $M$

$$\xi(x_1:n) := \sum_{\mu_i \in M} w_{\mu_i} \cdot \mu_i(x_1:n), \quad \sum_{\mu_i \in M} w_{\mu_i} = 1, \quad w_{\mu_i} > 0. \quad (3)$$

It is easy to see that $\xi$ is a probability distribution as the weights $w_{\mu_i}$ are positive and normalized to 1 and the $\mu_i \in M$ are probabilities. For finite $M$ a possible choice for the $w$ is to give all $\mu_i$ equal weight ($w_{\mu_i} = \frac{1}{|M|}$). We call $\xi$ universal relative to $M$, as it multiplicatively dominates all distributions in $M$

$$\xi(x_1:n) \geq w_{\mu_i} \cdot \mu_i(x_1:n) \quad \text{for all} \quad \mu_i \in M. \quad (4)$$

In the following, we assume that $M$ is known and contains the true generating distribution, i.e. $\mu \in M$. We will see that this is not a serious constraint as we can always chose $M$ to be sufficiently large. In the next section we show the important property of $\xi$ converging to the generating distribution $\mu$ in a sense and, hence, might being a useful substitute for the true generating, but in general, unknown distribution $\mu$.

2.3 Probability Classes

We get a rather wide class $M$ if we include all computable probability distributions in $M$. In this case, the assumption $\mu \in M$ is very weak, as it only assumes that the strings are drawn from any computable distribution; and all valid physical theories (and, hence, all environments) are computable (in a probabilistic sense).

We will see that it is favorable to assign high weights $w_{\mu_i}$ to the $\mu_i$. Simplicity should be favored over complexity, according to Occam’s razor. In our context this means that a high weight should be assigned to simple $\mu_i$. The prefix Kolmogorov complexity $K(\mu_i)$ is a universal complexity measure.\footnote{This includes deterministic environments, in which case the probability distribution $\mu$ is 1 for some sequence $x_{1:\infty}$ and 0 for all others. We call probability distributions of this kind deterministic.}$^1$

$^1$ \[ \text{Actually all theorems remain valid for $\mu$ being a finite linear combination of $\mu_i \in L \subseteq M$ and } w_{\mu} := \min_{\mu_i \in L} w_{\mu_i}. \quad \text{[Hut01]} \]
\[ ZL70 \, LV97 \]. It is defined as the length of the shortest self-delimiting program (on a universal Turing machine) computing \( \mu_i(x_{1:n}) \) given \( x_{1:n} \). If we define
\[
 w_{\mu_i} := \frac{1}{\Omega} 2^{-K(\mu_i)}, \quad \Omega := \sum_{\mu_i \in M} 2^{-K(\mu_i)}
\]
then, distributions which can be calculated by short programs, have high weights. Besides ensuring correct normalization, \( \Omega \) (sometimes called the number of wisdom) has interesting properties in itself \[ Cal98, Cha91 \]. If we enlarge \( M \) to include all enumerable semi-measures, we attain Solomonoff’s universal probability, apart from normalization, which has to be treated differently in this case \[ Sol64, Sol78 \]. Recently, \( M \) has been further enlarged to include all cumulatively enumerable semi-measures \[ Sch00 \]. In all cases, \( \xi \) is not finitely computable, but can still be approximated to arbitrary but not pre-specifiable precision. If we consider all approximable (i.e. asymptotically computable) distributions, then the universal distribution \( \xi \), although still well defined, is not even approximable \[ Sch00 \]. An interesting and quickly approximable distribution is the Speed prior \( S \) defined in \[ Sch00 \]. It is related to Levin complexity and Levin search \[ Lev73, Lev84 \], but it is unclear for now which distributions are dominated by \( S \). If one considers only finite-state automata instead of general Turing machines, one can attain a quickly computable, universal finite-state prediction scheme related to that of Feder et al. \[ FMG92 \], which itself is related to the famous Lempel-Ziv data compression algorithm. If one has extra knowledge on the source generating the sequence, one might further reduce \( M \) and increase \( w \). A detailed analysis of these and other specific classes \( M \) will be given elsewhere. Note that \( \xi \in M \) in the enumerable and cumulatively enumerable case, but \( \xi \notin M \) in the computable, approximable and finite-state case. If \( \xi \) is itself in \( M \), it is called a universal element of \( M \) \[ LV97 \]. As we do not need this property here, \( M \) may be any finite or countable set of distributions. In the following we consider generic \( M \) and \( w \).

3 Convergence

3.1 Upper Bound for the Relative Entropy

Let us define the relative entropy (also called Kullback-Leibler divergence \[ Kul59 \]) between \( \mu \) and \( \xi \):
\[
 h_k(x_{<k}) := \sum_{x_k \in \mathcal{A}} \mu(x_{<k} x_k) \ln \frac{\mu(x_{<k} x_k)}{\xi(x_{<k} x_k)}.
\]
(5)
\( H_n \) is then defined as the sum-expectation, for which the following upper bound can be shown
\[
 H_n := \sum_{k=1}^{n} \sum_{x_{<k} \in \mathcal{A}^{k-1}} \mu(x_{<k}) \cdot h_k(x_{<k}) = \sum_{k=1}^{n} \sum_{x_{1:k} \in \mathcal{A}^k} \mu(x_{1:k}) \ln \frac{\mu(x_{<k} x_k)}{\xi(x_{<k} x_k)} =
\]
(6)
\[
\sum_{x_{1:n}} \mu(x_{1:n}) \ln \prod_{k=1}^{n} \frac{\mu(x_{<k} x_k)}{\xi(x_{<k} x_k)} = \sum_{x_{1:n}} \mu(x_{1:n}) \ln \frac{\mu(x_{1:n})}{\xi(x_{1:n})} \leq \ln \frac{1}{w_\mu} =: d_\mu
\]

In the first line we have inserted (5) and used Bayes’ rule \( \mu(x_{<k}) \cdot \mu(x_k x_{\leq k}) = \mu(x_{1:k}) \). Due to (11), we can further replace \( \sum_{x_{1:k}} \mu(x_{1:k}) \) by \( \sum_{x_{1:n}} \mu(x_{1:n}) \) as the argument of the logarithm is independent of \( x_{k+1:n} \). The \( k \) sum can now be exchanged with the \( x_{1:n} \) sum and transforms to a product inside the logarithm.

In the last equality we have used the second form of Bayes’ rule (2) for \( \mu \) and \( \xi \). Using universality (3) of \( \xi \), i.e. \( \ln \mu(x_{1:n})/\xi(x_{1:n}) \leq \ln 1/w_\mu \) for \( \mu \in M \) yields the final inequality in (3). The proof given here is simplified version of those given in [Sol78] and [LV97].

### 3.2 Lower Bound for the Relative Entropy

We need the following inequality to lower bound \( H_n \)

\[
\sum_{i=1}^{N} (y_i - z_i)^2 \leq \sum_{i=1}^{N} y_i \ln \frac{y_i}{z_i} \quad \text{for} \quad y_i \geq 0, \quad z_i \geq 0, \quad \sum_{i=1}^{N} y_i = 1 = \sum_{i=1}^{N} z_i. \tag{7}
\]

The proof of the case \( N=2 \)

\[
2(y-z)^2 \leq y \ln \frac{y}{z} + (1-y) \ln \frac{1-y}{1-z}, \quad 0 < y < 1, \quad 0 < z < 1 \tag{8}
\]

will not be repeated here, as it is elementary and well known [LV97]. The proof of (7) is one point where the generalization from binary to arbitrary alphabet is not trivial.\(^3\) We will reduce the general case \( N>2 \) to the case \( N=2 \). We do this by a partition \( \{1, \ldots, N\} = G^+ \cup G^-, \quad G^+ \cap G^- = \{\} \), and define \( y^\pm := \sum_{i \in G^\pm} y_i \) and \( z^\pm := \sum_{i \in G^\pm} z_i \). It is well known that the relative entropy is positive, i.e.

\[
\sum_{i \in G^\pm} p_i \ln \frac{p_i}{q_i} \geq 0 \quad \text{for} \quad p_i \geq 0, \quad q_i \geq 0, \quad \sum_{i \in G^\pm} p_i = 1 = \sum_{i \in G^\pm} q_i. \tag{9}
\]

Note that there are 4 probability distributions \( (p_i \text{ and } q_i \text{ for } i \in G^+ \text{ and } i \in G^-) \). For \( i \in G^\pm \), \( p_i := y_i/y^\pm \) and \( q_i := z_i/z^\pm \) satisfy the conditions on \( p \) and \( q \). Inserting this into (2) and rearranging the terms we get \( \sum_{i \in G^\pm} y_i \ln \frac{y_i}{z_i} \geq y^\pm \ln \frac{y^\pm}{z^\pm} \). If we sum this over \( \pm \) and define \( y \equiv y^+ = 1-y^- \) and \( z \equiv z^+ = 1-z^- \) we get

\[
\sum_{i=1}^{N} y_i \ln \frac{y_i}{z_i} \geq \sum_{\pm} y^\pm \ln \frac{y^\pm}{z^\pm} = y \ln \frac{y}{z} + (1-y) \ln \frac{1-y}{1-z}. \tag{10}
\]

\(^3\) We will not explicate every subtlety and only sketch the proofs. Subtleties regarding \( y, z = 0/1 \) have been checked but will be passed over. \( 0 \ln \frac{0}{z_i} := 0 \) even for \( z_i = 0 \). Positive means \( \geq 0 \).
For the special choice \( G^\pm \coloneqq \{ i : y_i > z_i \} \), we can upper bound the quadratic term by

\[
\sum_{i \in G^\pm} (y_i - z_i)^2 \leq \left( \sum_{i \in G^\pm} |y_i - z_i| \right)^2 = \left( \sum_{i \in G^\pm} y_i - z_i \right)^2 = (y^\pm - z^\pm)^2.
\]

The first equality is true, since all \( y_i - z_i \) are positive/negative for \( i \in G^\pm \) due to the special choice of \( G^\pm \). Summation over \( \pm \) gives

\[
\sum_{i=1}^{N} (y_i - z_i)^2 \leq \sum_{\pm}(y^\pm - z^\pm)^2 = 2(y - z)^2
\]

Chaining the inequalities (11), (8) and (10) proves (7). If we identify

\[ A = \{1, \ldots, N\}, \quad N = |A|, \quad i = x_k, \quad y_i = \mu(x_{<k} \bar{x}_k), \quad z_i = \xi(x_{<k} \bar{x}_k) \]

multiply both sides of (7) with \( \mu(\bar{x}_{<k}) \) and take the sum over \( x_{<k} \) and \( k \) we get

\[
\sum_{k=1}^{n} \sum_{x_{1:k}} \mu(\bar{x}_{<k}) \left( \mu(x_{<k} \bar{x}_k) - \xi(x_{<k} \bar{x}_k) \right)^2 \leq \sum_{k=1}^{n} \sum_{x_{1:k}} \mu(\bar{x}_{1:k}) \ln \frac{\mu(x_{<k} \bar{x}_k)}{\xi(x_{<k} \bar{x}_k)}.
\]

### 3.3 Convergence of \( \xi \) to \( \mu \)

The upper (12) and lower (13) bounds on \( H_n \) allow us to prove the convergence of \( \xi \) to \( \mu \) in a conditional mean squared sense and with \( \mu \) probability 1.

**Theorem 1 (Convergence).** Let there be sequences \( x_1 x_2 \ldots \) over a finite alphabet \( A \) drawn with probability \( \mu(\bar{x}_{1:n}) \) for the first \( n \) symbols. The universal conditional probability \( \xi(x_{<k} \bar{x}_k) \) of the next symbol \( x_k \) given \( x_{<k} \) is related to the generating conditional probability \( \mu(x_{<k} \bar{x}_k) \) in the following way:

\[
\begin{align*}
\text{i)} & \quad \sum_{k=1}^{n} \sum_{x_{1:k}} \mu(\bar{x}_{<k}) \left( \mu(x_{<k} \bar{x}_k) - \xi(x_{<k} \bar{x}_k) \right)^2 \leq H_n \leq d_\mu = \ln \frac{1}{w_\mu} < \infty, \\
\text{ii)} & \quad \xi(x_{<k} \bar{x}_k) \rightarrow \mu(x_{<k} \bar{x}_k) \quad \text{for } k \rightarrow \infty \text{ with } \mu \text{ probability 1}
\end{align*}
\]

where \( H_n \) is the relative entropy (7), and \( w_\mu \) is the weight (8) of \( \mu \) in \( \xi \).

(i) follows from (6) and (13). For \( n \rightarrow \infty \) the l.h.s. of (i) is an infinite \( k \)-sum over positive arguments, which is bounded by the finite constant \( d_\mu \) on the r.h.s. Hence the arguments must converge to zero for \( k \rightarrow \infty \). Since the arguments are \( \mu \) expectations of the squared difference of \( \xi \) and \( \mu \), this means that \( \xi(x_{<k} \bar{x}_k) \) converges to \( \mu(x_{<k} \bar{x}_k) \) with \( \mu \) probability 1 or, more stringent, in a mean square sense. This proves (ii). The reason for the astonishing property of a single (universal) function \( \xi \) to converge to any \( \mu_i \in M \) lies in the fact that the sets of \( \mu \)-random sequences differ for different \( \mu \). Since the conditional probabilities are the basis of all prediction algorithms considered in this work, we expect a good prediction performance if we use \( \xi \) as a guess of \( \mu \). Performance measures are defined in the following sections.
4 Error Bounds

We now consider the following measure for the quality of a prediction: making a wrong prediction counts as one error, making a correct prediction counts as no error.

4.1 Total Expected Numbers of Errors

Let $\Theta_\mu$ be the optimal prediction scheme when the strings are drawn from the probability distribution $\mu$, i.e. the probability of $x_k$ given $x_{<k}$ is $\mu(x_{<k}x_k)$, and $\mu$ is known. $\Theta_\mu$ predicts (by definition) $x_k^{\Theta_\mu}$ when observing $x_{<k}$. The prediction is erroneous if the true $k$th symbol is not $x_k^{\Theta_\mu}$. The probability of this event is $1 - \mu(x_{<k}x_k^{\Theta_\mu})$. It is minimized if $x_k^{\Theta_\mu}$ maximizes $\mu(x_{<k}x_k^{\Theta_\mu})$. More generally, let $\Theta_\rho$ be a prediction scheme predicting $x_k^{\Theta_\rho} := \max \arg x_k \rho(x_{<k}x_k)$ for some distribution $\rho$. Every deterministic predictor can be interpreted as maximizing some distribution. The probability of making a wrong prediction for the $k$th symbol and the total $\mu$-expected number of errors in the first $n$ predictions of predictor $\Theta_\rho$ are

$$e_k^{\Theta_\rho}(x_{<k}) := 1 - \mu(x_{<k}x_k^{\Theta_\rho}) \quad \text{and} \quad E_n^{\Theta_\rho} := \sum_{k=1}^{n} \sum_{x_{1\ldots x_{k-1}}} \mu(x_{<k}) e_k^{\Theta_\rho}(x_{<k}). \quad (14)$$

If $\mu$ is known, $\Theta_\mu$ is obviously the best prediction scheme in the sense of making the least number of expected errors

$$E_n^{\Theta_\mu} \leq E_n^{\Theta_\rho} \quad \text{for any} \quad \Theta_\rho, \quad (15)$$

since $e_k^{\Theta_\mu}(x_{<k}) = 1 - \mu(x_{<k}x_k^{\Theta_\mu}) = \min_{x_k}(1 - \mu(x_{<k}x_k^{\Theta_\mu})) \leq 1 - \mu(x_{<k}x_k^{\Theta_\rho}) = e_k^{\Theta_\rho}(x_{<k})$ for any $\rho$.

4.2 Error Bound

Of special interest is the universal predictor $\Theta_\xi$. As $\xi$ converges to $\mu$ the prediction of $\Theta_\xi$ might converge to the prediction of the optimal $\Theta_\mu$. Hence, $\Theta_\xi$ may not make many more errors than $\Theta_\mu$ and, hence, any other predictor $\Theta_\rho$. Note that $x_k^{\Theta_\rho}$ is a discontinuous function of $\rho$ and $x_k^{\Theta_\xi} \rightarrow x_k^{\Theta_\mu}$ can not be proved from $\xi \rightarrow \mu$. Indeed, this problem occurs in related prediction schemes, where the predictor has to be regularized so that it is continuous [FMG92]. Fortunately this is not necessary here. We prove the following error bound.

**Theorem 2 (Error bound).** Let there be sequences $x_1x_2\ldots$ over a finite alphabet $A$ drawn with probability $\mu(x_{1:n})$ for the first $n$ symbols. The $\Theta_\rho$-system predicts by definition $x_n^{\Theta_\rho} \in A$ from $x_{<n}$, where $x_n^{\Theta_\rho}$ maximizes $\rho(x_{<n}x_n)$. $\Theta_\xi$ is the universal prediction scheme based on the universal prior $\xi$. $\Theta_\mu$ is the optimal
informed prediction scheme. The total $\mu$-expected number of prediction errors $E_{n\theta_\xi}$ and $E_{n\theta_\mu}$ of $\Theta_\xi$ and $\Theta_\mu$ as defined in (14) are bounded in the following way

$$0 \leq E_{n\theta_\xi} - E_{n\theta_\mu} \leq H_n + \sqrt{4E_{n\theta_\mu}H_n + H_n^2} \leq 2H_n + 2\sqrt{E_{n\theta_\mu}H_n}$$

where $H_n \leq \ln \frac{1}{w_\mu}$ is the relative entropy (7), and $w_\mu$ is the weight (3) of $\mu$ in $\xi$.

First, we observe that the number of errors $E_{\infty\theta_\xi}$ of the universal $\Theta_\xi$ predictor is finite if the number of errors $E_{\infty\theta_\mu}$ of the informed $\Theta_\mu$ predictor is finite. This is especially the case for deterministic $\mu$, as $E_{n\theta_\mu} \equiv 0$ in this case, i.e., $\Theta_\xi$ makes only a finite number of errors on deterministic environments. More precisely, $E_{\infty\theta_\xi} \leq 2H_\infty \leq 2\ln \frac{1}{w_\mu}$. A combinatoric argument shows that there are $M$ and $\mu \in M$ with $E_{\infty\theta_\xi} \geq \log_2 |M|$. This shows that the upper bound $E_{\infty\theta_\xi} \leq 2\ln |M|$ for uniform $w$ must be rather tight. For more complicated probabilistic environments, where even the ideal informed system makes an infinite number of errors, the theorem ensures that the error excess $E_{n\theta_\xi} - E_{n\theta_\mu}$ is only of order $O(E_n^{-1/2})$. The excess is quantified in terms of the information content $H_n$ of $\mu$ (relative to $\xi$), or the weight $w_\mu$ of $\mu$ in $\xi$. This ensures that the error densities $E_n/n$ of both systems converge to each other. Actually, the theorem ensures more, namely that the quotient converges to 1, and also gives the speed of convergence $E_{n\theta_\xi}/E_{n\theta_\mu} = 1 + O(E_n^{-1/2}) \rightarrow 1$ for $E_{n\theta_\mu} \rightarrow \infty$.

4.3 Proof of Theorem 2

The first inequality in Theorem 2 has already been proved (15). The last inequality is a simple triangle inequality. For the second inequality, let us start more modestly and try to find constants $A$ and $B$ that satisfy the linear inequality

$$E_{n\theta_\xi} \leq (A + 1)E_{n\theta_\mu} + (B + 1)H_n.$$  \hspace{1cm} (16)

If we could show

$$e_k\theta_\xi(x < k) \leq (A + 1)e_k\theta_\mu(x < k) + (B + 1)h_k(x < k)$$  \hspace{1cm} (17)

for all $k \leq n$ and all $x < k$, (16) would follow immediately by summation and the definition of $E_n$ and $H_n$. With the abbreviations (12) and the abbreviations $m = x_k^{\Theta_\mu}$ and $s = x_k^{\Theta_\xi}$ the various error functions can then be expressed by $e_k\theta_\xi = 1 - y_s$, $e_k\theta_\mu = 1 - y_m$ and $h_k = \sum_i y_i \ln \frac{y_i}{z_i}$. Inserting this into (17) we get

$$1 - y_s \leq (A + 1)(1 - y_m) + (B + 1)\sum_{i=1}^N y_i \ln \frac{y_i}{z_i}.$$  \hspace{1cm} (18)

\footnote{Remember that we named a probability distribution deterministic if it is 1 for exactly one sequence and 0 for all others.}
By definition of $x_k^{\Theta}$ and $x_k^{\Theta_\xi}$ we have $y_m \geq y_i$ and $z_s \geq z_i$ for all $i$. We prove a sequence of inequalities which show that

$$
(B+1)\sum_{i=1}^{N} y_i \ln \frac{y_i}{z_i} + (A+1)(1-y_m) - (1-y_s) \geq ... \tag{19}
$$

is positive for suitable $A \geq 0$ and $B \geq 0$, which proves (18). For $m = s$, (19) is obviously positive since the relative entropy is positive ($h_k \geq 0$). So we will assume $m \neq s$ in the following. We replace the relative entropy by the sum over squares (7) and further keep only contributions from $i = m$ and $i = s$.

$$
... \geq (B+1)((y_m - z_m)^2 + (y_s - z_s)^2) + (A+1)(1-y_m) - (1-y_s) \geq ... 
$$

By definition of $y$, $z$, $m$ and $s$ we have the constraints $y_m + y_s \leq 1$, $z_m + z_s \leq 1$, $y_m \geq y_s \geq 0$ and $z_s \geq z_m \geq 0$. From the latter two it is easy to see that the square terms (as a function of $z_m$ and $z_s$) are minimized by $z_m = z_s = \frac{1}{2}(y_m + y_s)$. Furthermore, we define $x := y_m - y_s$ and eliminate $y_s$.

$$
... \geq (B+1)\frac{1}{2} x^2 + A(1-y_m) - x \geq ... \tag{20}
$$

The constraint on $y_m + y_s \leq 1$ translates into $y_m \leq \frac{x+1}{2}$, hence (20) is minimized by $y_m = \frac{x+1}{2}$.

$$
... \geq \frac{1}{2}[(B+1)x^2 - (A+2)x + A] \geq ... \tag{21}
$$

(21) is quadratic in $x$ and minimized by $x^* = \frac{A+2}{2(B+1)}$. Inserting $x^*$ gives

$$
... \geq \frac{4AB - A^2 - 4}{8(B+1)} \geq 0 \quad \text{for} \quad B \geq \frac{1}{4}A + \frac{1}{A}, \quad A > 0, \quad (\Rightarrow B \geq 1). \tag{22}
$$

Inequality (16) therefore holds for any $A > 0$, provided we insert $B = \frac{1}{4}A + \frac{1}{A}$. Thus we might minimize the r.h.s. of (16) w.r.t. $A$ leading to the upper bound

$$
E_{n\Theta_\xi} \leq E_{n\Theta} + H_n + \sqrt{4E_n\mu H_n + H_n^2} \quad \text{for} \quad A^2 = \frac{H_n}{E_{n\Theta} + \frac{1}{4}H_n}
$$

which completes the proof of Theorem 2.

5 Generalizations

In the following we discuss several directions in which the findings of this work may be extended.

5.1 General Loss Function

A prediction is very often the basis for some decision. The decision results in an action, which itself leads to some reward or loss. To stay in the framework of (passive) prediction we have to assume that the action itself does not influence
the environment. Let \( l^k_{x_ky_k}(x_{<k}) \in [l_{\min}, l_{\min}+l_{\Delta}] \) be the received loss when taking action \( y_k \in \mathcal{Y} \) and \( x_k \in \mathcal{A} \) is the \( k^{th} \) symbol of the sequence. For instance, if we make a sequence of weather forecasts \( \mathcal{A} = \{\text{sunny, rainy}\} \) and base our decision, whether to take an umbrella or wear sunglasses \( \mathcal{Y} = \{\text{umbrella, sunglasses}\} \) on it, the action of taking the umbrella or wearing sunglasses does not influence the future weather (ignoring the butterfly effect). The error assignment of section 4 falls into this class. The action was just a prediction (\( \mathcal{Y} = \mathcal{A} \)) and a unit loss was assigned to an erroneous prediction (\( l^k_{x_ky_k} = 1 \) for \( x_k \neq y_k \)) and no loss to a correct prediction (\( l^k_{x_kx_k} = 0 \)). In general, an action/prediction scheme \( y^*_{x_k} := \min_{y_k} \rho(x_{<k}y_k)l^k_{x_ky_k} \) can be defined that minimizes the \( \rho \)-expected loss. \( \Lambda_\xi \) is the universal scheme based on the universal prior \( \xi \), \( \Lambda_\mu \) is the optimal informed scheme. In [Hut01] it is proven that the total \( \mu \)-expected losses \( L_{n\Lambda_\xi} \) and \( L_{n\Lambda_\mu} \) of \( \Lambda_\xi \) and \( \Lambda_\mu \) are bounded in the following way: \( 0 \leq L_{n\Lambda_\xi} - L_{n\Lambda_\mu} \leq l_{\Delta}H_n + \sqrt{4(L_{n\Lambda_\mu}-nl_{\min})l_{\Delta}H_n + l^2_{\Delta}H_n^2} \). The loss bound has a similar form as the error bound of Theorem 2, but the proof is much more evolved.

5.2 Games of Chance

The general loss bound stated in the previous subsection can be used to estimate the time needed to reach the winning threshold in a game of chance (defined as a sequence of bets, observations and rewards). In step \( k \) we bet, depending on the history \( x_{<k} \), a certain amount of money \( s_k \), take some action \( y_k \), observe outcome \( x_k \), and receive reward \( r_k \). Our profit, which we want to maximize, is \( p_k = r_k - s_k \). The loss, which we want to minimize, can be identified with the negative profit, \( l_{x_ky_k} = -p_k \). The \( \Lambda_\rho \)-system acts to maximize the \( \rho \)-expected profit. Let \( \bar{p}_{n\Lambda_\rho} \) be the average expected profit of the first \( n \) rounds. One can show that the average profit of the \( \Lambda_\xi \) system converges to the best possible average profit \( p_{n\Lambda_\rho} \) achieved by the \( \Lambda_\mu \) scheme (\( \bar{p}_{n\Lambda_\xi} - \bar{p}_{n\Lambda_\mu} = O(n^{-1/2}) \to 0 \) for \( n \to \infty \)). If there is a profitable scheme at all, then asymptotically the universal \( \Lambda_\xi \) scheme will also become profitable with the same average profit. In [Hut01] it is further shown that \( (\frac{2\rho_{\Delta}}{\bar{p}_{n\Lambda_\mu}})^2 \cdot d_\mu \) is an upper bound for the number of bets \( n \) needed to reach the winning zone. The bound is proportional to the relative entropy of \( \mu \) and \( \xi \).

5.3 Infinite Alphabet

In many cases the basic prediction unit is not a letter, but a number (for inducing number sequences), or a word (for completing sentences), or a real number or vector (for physical measurements). The prediction may either be generalized to a block by block prediction of symbols or, more suitably, the finite alphabet \( \mathcal{A} \) could be generalized to countable (numbers, words) or continuous (real or vector) alphabet. The theorems should generalize to countably infinite alphabets by appropriately taking the limit \( |\mathcal{A}| \to \infty \) and to continuous alphabets by a denseness or separability argument.
5.4 Partial Prediction, Delayed Prediction, Classification

The $\Lambda_k$ schemes may also be used for partial prediction where, for instance, only every $m^{th}$ symbol is predicted. This can be arranged by setting the loss $l^k$ to zero when no prediction is made, e.g. if $k$ is not a multiple of $m$. Classification could be interpreted as partial sequence prediction, where $x_{(k-1)m+1:km-1}$ is classified as $x_{km}$. There are better ways for classification by treating $x_{(k-1)m+1:km-1}$ as pure conditions in $\xi$, as has been done in [Hut00] in a more general context. Another possibility is to generalize the prediction schemes and theorems to delayed sequence prediction, where the true symbol $x_k$ is given only in cycle $k + d$. A delayed feedback is common in many practical problems.

5.5 More Active Systems

Prediction means guessing the future, but not influencing it. A tiny step in the direction to more active systems, described in subsection 5.1, was to allow the $\Lambda$ system to act and to receive a loss $l_{x_ky_k}$ depending on the action $y_k$ and the outcome $x_k$. The probability $\mu$ is still independent of the action, and the loss function $l^k$ has to be known in advance. This ensures that the greedy strategy is optimal. The loss function may be generalized to depend not only on the history $x_{<k}$, but also on the historic actions $y_{<k}$ with $\mu$ still independent of the action. It would be interesting to know whether the scheme $\Lambda$ and/or the loss bounds generalize to this case. The full model of an acting agent influencing the environment has been developed in [Hut00], but loss bounds have yet to be proven.

5.6 Miscellaneous

Another direction is to investigate the learning aspect of universal prediction. Many prediction schemes explicitly learn and exploit a model of the environment. Learning and exploitation are melted together in the framework of universal Bayesian prediction. A separation of these two aspects in the spirit of hypothesis learning with MDL [VL00] could lead to new insights. Finally, the system should be tested on specific induction problems for specific $M$ with computable $\xi$.

6 Summary

Solomonoff’s universal probability measure has been generalized to arbitrary probability classes and weights. A wise choice of $M$ widens the applicability by reducing the computational burden for $\xi$. Convergence of $\xi$ to $\mu$ and error bounds have been proven for arbitrary finite alphabet. They show that the universal prediction scheme $\Lambda_\xi$ is an excellent substitute for the best possible (but generally unknown) informed scheme $\Lambda_\mu$. Extensions and applications, including general loss functions and bounds, games of chance, infinite alphabet, partial and delayed prediction, classification, and more active systems, have been discussed.
References


Consensus Decision Trees: Using Consensus Hierarchical Clustering for Data Relabelling and Reduction

Branko Kavšek¹, Nada Lavrač¹, and Anuška Ferligoj²

¹ Institute Jožef Stefan, Jamova 39, 1000 Ljubljana, Slovenia
branko.kavsek@ijs.si, nada.lavrac@ijs.si

² University of Ljubljana, 1000 Ljubljana, Slovenia
anuska.ferligoj@uni-lj.si

Abstract. In data analysis, induction of decision trees serves two main goals: first, induced decision trees can be used for classification/prediction of new instances, and second, they represent an easy-to-interpret model of the problem domain that can be used for explanation. The accuracy of the induced classifier is usually estimated using N-fold cross validation, whereas for explanation purposes a decision tree induced from all the available data is used. Decision tree learning is relatively non-robust: a small change in the training set may significantly change the structure of the induced decision tree. This paper presents a decision tree construction method in which the domain model is constructed by consensus clustering of N decision trees induced in N-fold cross-validation. Experimental results show that consensus decision trees are simpler than C4.5 decision trees, indicating that they may be a more stable approximation of the intended domain model than decision tree, constructed from the entire set of training instances.

1 Introduction

Decision tree induction (Breiman et al. 1984, Quinlan, 1986) has been recognized as one of the standard data analysis methods. In particular, variants of Quinlan’s C4.5 (Quinlan, 1993) can be found in virtually all commercial and academic data mining packages.

In data analysis, induction of decision trees serves two main goals: first, induced decision trees can be used for the classification (or prediction) of new instances, and second, they represent an easy-to-interpret model of the problem domain that can be used for explanation. In the standard decision tree learning methodology (e.g., as implemented in the WEKA system (Witten & Frank, 1999)) the accuracy of the induced classifier is estimated using N-fold cross-validation, whereas for explanation purposes a decision tree induced from all the available data is used. Its explanation capability is evaluated qualitatively by the domain expert, whereas quantitative measures estimate only the simplicity of decision trees, measured by the number of leaves and nodes.
The main advantages of decision tree learning are computational efficiency, reasonable accuracy and simplicity of explanations. It is well known, however, that decision tree learning is a rather non-robust method: a small change in the training set may significantly change the structure of the induced decision tree, which may result in experts’ distrust in induced domain models. Improved robustness and improved accuracy results can be achieved e.g., by bagging/boosting (Breiman, 1996) at a cost of increased model complexity and decreased explanatory potential.

This paper addresses the model selection problem of the standard decision tree learning methodology in which the induced domain model is the decision tree induced from all the available data. The accuracy of the induced classifier is estimated using N-fold cross-validation, which is a bias-free (Stone, 1974) but not variance-free (Zhang, 1992, Kohavi, 1995) estimate of the true accuracy, i.e., the accuracy of a classifier that is learned by the same algorithm on the complete data set. For model selection purposes, a 63.2% bootstrap (Efron 1979) may be preferable to learning from a complete set of training instances (Scheffer & Herbrich, 1997). The bootstrap approach is based on re-sampling of a number of training sets of size $n$ from an original data set of size $n$ by randomly drawing samples with replacement, leading to 63.2% distinct samples in the training set, on the average.

Despite the statistical advantages of this method for choosing the optimal model, this method is still non-robust in the case of decision tree learning. To improve robustness, this paper presents a decision tree construction method in which the domain model in the form of a decision tree is constructed by consensus clustering of N decision trees induced in N-fold cross-validation. Experimental results show that consensus decision trees are simpler than C4.5 decision trees, indicating that they may be a more stable approximation of the intended domain model than decision trees constructed from the entire set of training instances.

The paper is organized as follows. Section 2 presents the basic methodology of decision tree induction and hierarchical clustering, Section 3 outlines the novel approach of consensus decision tree construction, and Section 4 provides the experimental evaluation of the proposed approach. We conclude by a summary and plans for further work.

## 2 Background Methodology

### 2.1 Decision Trees

Induction of decision trees is one of the most popular machine learning methods for learning of attribute-value descriptions (Breiman et al., 1984, Quinlan, 1986). The basic decision tree learning algorithm builds a tree in a top-down greedy fashion by recursively selecting the ‘best’ attribute on the basis of an information measure, and splitting the data set accordingly. Various modifications of the basic algorithm can be found in the literature, the most popular being Quinlan’s C4.5 (Quinlan, 1993). In our work we used the WEKA (Witten and Frank, 1999) implementation of C4.5.
2.2 Hierarchical Clustering

Clustering methods in general aim at building clusters (groups) of objects so that similar objects fall into the same cluster (internal cohesivity) while dissimilar objects fall into separate clusters (external isolation). A particular class of clustering methods, studied and widely used in statistical data analysis (e.g., Sokal and Sneath, 1963; Gordon, 1981; Hartigan, 1975) are hierarchical clustering methods.

The purpose of hierarchical clustering is to fuse objects (instances) into successively larger clusters, using some measure of (dis)similarity. A typical result of this type of clustering is a hierarchical tree or dendrogram.

As shown in Figure 1, a dendrogram is a binary tree where single objects form the leaves of the tree and each node of the tree represents a cluster of similar objects. The further the node is from the tree root, the more similar the items are under the node. The height of the branches (vertical lines) in a dendrogram are directly proportional to the dissimilarity between clusters. Thus, for each node in the dendrogram (where a new cluster is formed) we can read off the dissimilarity at which the respective objects were joined together into a new single cluster. This dissimilarity is called the cluster level and is used to determine the most appropriate number of clusters that reflects the real structure in the data.

The dendrogram illustrates the actual procedure of hierarchical clustering. It starts by forming \( N \) clusters, each consisting of one single object (training instance). Then, step by step, the threshold regarding the decision when to
declare two objects to be members of the same cluster is lowered. As a result, larger clusters of increasingly dissimilar objects are aggregated. Finally, in the last step, all objects are joined to form a single cluster. The cluster levels are computed and where the difference between successive cluster levels is maximal (Figure 1) the dendrogram is ‘cut’, producing the partition where each cluster is the most internally cohesive and there is the highest external isolation between clusters. Note that the number of clusters is determined dynamically through the procedure of dendrogram ‘cutting’.

There is one last question that remains to be answered in order to understand the hierarchical clustering: “how should we measure the (dis)similarity between objects and between clusters of objects?” These questions are addressed in the following two paragraphs, respectively.

Dissimilarity measures. The hierarchical clustering method uses the dissimilarities between objects when forming the clusters. The most straightforward way of computing dissimilarities between objects in a multi-dimensional space is to compute the Euclidean distances; many other dissimilarity measures are also used in clustering algorithms (e.g., Gordon, 1981: 13-32). In our CDT algorithm, described in Section 3, we use a modified disagreement dissimilarity measure which we describe in detail in Section 11.

Aggregation or linkage rules. At the first step, when each object represents its own cluster, the dissimilarities between these objects are defined by the chosen dissimilarity measure. Once several objects have been aggregated, the dissimilarities between these new clusters has to be determined. There are various possibilities: for example, the dissimilarity between the fused cluster \( (C_i \cup C_j) \) and another cluster \( (C_k) \) can be the smallest dissimilarity between \( d(C_i,C_k) \) and \( d(C_j,C_k) \); this method is called the single linkage method. Alternatively, one may use the largest dissimilarity between \( d(C_i,C_k) \) and \( d(C_j,C_k) \), i.e., \( d(C_i \cup C_j,C_k) = \max(d(C_i,C_k) , d(C_j,C_k)) \). This method, called the complete linkage method, has been used in our CDT algorithm. There are numerous other linkage rules (e.g., Gordon, 1981).

An example of hierarchical clustering. To better illustrate the hierarchical clustering method, a simple example is presented in Figure 2. Having five points \( (x,y,z,w,v) \) in a two-dimensional space (Figure 2a), we want to assign these points to clusters. Taking the Euclidian distance between points as the dissimilarity measure, we compute the dissimilarity matrix (Figure 2b). What follows is one step of the hierarchical clustering algorithm: find the smallest dissimilarity value in the matrix (Figure 2b - encircled value), fuse the appropriate elements together (Figure 2b - points \( x \) and \( y \)), delete from the matrix the row and column containing this (smallest) value and recompute the dissimilarity matrix according to the complete linkage aggregation rule. Figure 2c is what we get after applying one step of this algorithm. Repeating the step until the dissimilarity matrix ‘shrinks’ to a single value (Figures 2d,e; the last step is not shown), we obtain a dendrogram (Figure 2f). The cluster levels 1, 1, and 1.41...
and 5.66 correspond to the encircled values in Figures 2b,c,d,e; the differences between successive cluster levels are thus: 0, 0.41 and 4.25. The dendrogram in Figure 2f is cut where this difference is maximal (4.25), yielding two clusters of points: \((x,y,z)\) and \((w,v)\).

**Consensus clustering.** Consensus hierarchical clustering deals with the following problem: given a set of concept hierarchies (represented by dendrograms), find a *consensus concept hierarchy* by merging the given concept hierarchies in such a way that similar instances (those that belong to the same concept/cluster) will remain similar also in the merged concept hierarchy. In the last thirty years many consensus clustering methods have been proposed (e.g., Regnier, 1965; Adams, 1972; McMorris and Neuman, 1983; Day, 1983). In 1986, a special issue of the Journal of Classification was devoted to consensus classifications. Excellent reviews of this topic are also available (Faith, 1988; Leclerc, 1988).

![Fig. 2. A short example problem solved using hierarchical clustering with complete linkage aggregation rule.](image)

**3 Consensus Decision Tree Construction**

**3.1 Motivation**

As pointed out by Langley (Langley, 1996), decision tree induction can be seen as a special case of induction of concept hierarchies. A concept is associated with
each node of the decision tree, and as such a tree represents a kind of taxonomy, a hierarchy of many concepts. In this case, a concept is identified by the set of instances in a node of the decision tree. Hierarchical clustering also results in a taxonomy of concepts, equally identified by the set of instances in a ‘node’ of a dendrogram representing the concept hierarchy. Concept hierarchies can be induced in a supervised or unsupervised manner: decision tree induction algorithms perform supervised learning, whereas induction by hierarchical clustering is unsupervised.

Our idea of building consensus decision trees is inspired by the idea of consensus hierarchical clustering. A consensus decision tree should be constructed in such a way that instances that are similar in the original decision trees should remain being similar also in the consensus decision tree. To this end, it is crucial to define an appropriate measure of similarity between instances. This measure may only consider the distances between instances or may also profit from the fact that instances are labelled by class labels and appropriately increase the similarity value of two instances labelled by the same class label. We have tested both approaches.

3.2 CDT: An Algorithm for Consensus Decision Tree Construction

The consensus tree building procedure consists of the following main steps:

1. perform N-fold cross-validation resulting in N decision trees induced by a decision tree learning algorithm (e.g., C4.5),
2. use these decision trees for computing a dissimilarity matrix that measures the dissimilarity of pairs of instances,
3. construct a concept hierarchy using the dissimilarity matrix of step 2 and define concepts by ‘cutting’ the dendrogram w.r.t. the maximal difference in cluster levels,
4. induce a consensus decision tree using the same decision tree algorithm as in step 1.

Decision tree construction. First, N-fold cross-validation is performed resulting in N decision trees induced by the C4.5 learning algorithm (the WEKA implementation of C4.5 with default parameters\footnote{The default parameters were: \textit{binary splits} = NO, \textit{confidence factor for pruning} = 0.25, \textit{minimum number of objects in a leaf} = 2.} is used for this purpose). The decision trees are then stored and used to compute the dissimilarity between pairs of instances.

Dissimilarity between instances. The dissimilarities between pairs of instances are computed from the \( N \) stored decision trees in the following way:

\begin{itemize}
  \item first we measure the similarity \( s \) between instances \( i \) and \( j \) by counting (for all \( N \) decision trees) how many times the two instances belong to the same leaf (i.e., are described by the same path of attribute-value tests leading
from the root to the leaf of the decision tree). Therefore \( s(i, j) \) is defined as follows:

\[
s(i, j) = \sum_{l=1}^{N} T_l(i, j)
\]

where

\[
T_l(i, j) = \begin{cases} 
1, & \text{if } i \text{ and } j \text{ belong to the same leaf (are described by the same attribute values) in the } l-\text{th decision tree} \\
0, & \text{otherwise}
\end{cases}
\]

Then we compute the dissimilarity measure \( d(i, j) \) by simply subtracting the similarity \( s(i, j) \) from the number of trees \( N \), i.e., \( d(i, j) = N - s(i, j) \), which gives the same results as its normalized variant:

\[
d(i, j) = 1 - \frac{s(i, j)}{N}
\]

By calculating the dissimilarities for all pairs of instances, we obtain the dissimilarity matrix, which is the input for the hierarchical clustering algorithm.

**Concept hierarchy construction.** A concept hierarchy is constructed using the following hierarchical clustering algorithm:

1. Each instance is a cluster: \( C_i = \{i\} \);
2. REPEAT
   - find the ‘nearest’ pair of clusters \( C_p \) and \( C_q \):
     - \( d(C_p, C_q) = \min_{u,v} d(C_u, C_v) \);
     - fuse clusters \( C_p \) and \( C_q \) in a new cluster \( C_r = C_p \cup C_q \);
     - replace clusters \( C_p \) and \( C_q \) by the cluster \( C_r \);
     - determine the dissimilarities between \( C_r \) and the other clusters using the complete linkage method;
3. UNTIL one cluster is left

This algorithm produces a dendrogram as its output. The concepts (clusters) can then be identified by ‘cutting’ this dendrogram according to the maximal difference in cluster levels (as described in Section 2.2). If needed, we increase the height of the cutpoint to ensure that the number of clusters remains greater or equal to the number of classes of the given classification problem. Consequently, we sometimes force the algorithm to cut the dendrogram producing more clusters than the optimal number of clusters according to the maximal difference between successive cluster levels.

**Induction of consensus decision trees.** Within each cluster of instances, we select the majority class. We have tested the following versions of the algorithm:
Learning by data relabelling. In this algorithm, not reported in this paper, we re-classify the instances belonging to non-majority classes by assigning them to the majority class. We then use the C4.5 learning algorithm to induce a consensus decision tree from the set of all instances, some being relabelled.

Learning by data reduction. In the algorithm reported in this paper, we remove from the cluster all instances not belonging to the majority class. We then use the C4.5 learning algorithm to induce the consensus decision tree from the remaining subset of instances.

In all runs of the C4.5 algorithm the same (default) parameter setting is used (as in the first step of this algorithm). Notice that in the case of a tie (two or more classes being the majority class), a random choice between these class assignments is made. The results of learning by data reduction slightly (non-significantly) outperform the results of learning by data relabelling. Due to the lack of space, only the results of learning by data reduction are reported in Table 2.

4 Experimental Evaluation

4.1 Experimental Design

In standard 10-fold cross-validation, the original data set is partitioned into 10 folds with (approximately) the same number of examples. Training sets are built from 9 folds, leaving one fold as a test set. Let $G$ denote the entire data set, $T_i$ an individual test set (consisting of one fold), and $G_i$ the corresponding training set ($G_i \leftarrow G \setminus T_i$, composed of nine folds). In this way, 10 training sets $G_1$–$G_{10}$, and 10 corresponding test sets $T_1$–$T_{10}$ are constructed. Every example occurs exactly once in a test set, and 9 times in training sets.

In the first experiment we used C4.5 (WEKA implementation, default parameter setting) to induce decision trees on training sets $G_1$–$G_{10}$. We measured the average accuracy $\text{Acc}(C4.5(G))$ (and standard deviation) and the information score $\text{Info}(C4.5(G))$ of ten hypotheses $C4.5(G_i)$ constructed by C4.5 on training sets $G_i$, $i \in [1, 10]$, where $\text{Acc}(C4.5(G)) = \frac{1}{10} \sum_{i=1}^{10} \text{Acc}(C4.5(G_i))$, and $\text{Info}(C4.5(G)) = \frac{1}{10} \sum_{i=1}^{10} \text{Info}(C4.5(G_i))$. The average size of decision trees $\text{Leaves} / \text{Nodes}(C4.5(G))$ was measured by the number of leaves and the number of all decision tree nodes (number of leaves + number of internal nodes), averaged over 10 folds.

The above result presents the baseline for comparing the quality of our consensus tree building algorithm $\text{CDT}$, measured by the average accuracy $\text{Acc}(\text{CDT}(G))$, $\text{Leaves} / \text{Nodes}(\text{CDT}(G))$, and information score $\text{Info}(\text{CDT}(G))$ over ten consensus decision trees $\text{CDT}(G_i)$.

$^2$ See footnote 1 in Section 3.2.

$^3$ Whereas accuracy computes the relative frequency of correctly classified instances, the information score takes into the account also the improvement of accuracy compared to the prior probability of classes, see (Kononenko and Bratko, 1991).
As described in Section 3.2, a consensus decision tree is constructed from ten C4.5 decision trees. Building of consensus decision trees was performed in a nested 10-fold cross-validation loop: for each \( G_i, i \in [1,10] \), training sets \( G_{ij}, j \in [1,10] \) were used to construct decision trees \( C4.5(G_{ij}) \) by the C4.5 algorithm. Training sets \( G_{ij} \) were obtained by splitting each \( G_i \) into ten test sets \( T_{ij} \) (consisting of one sub-fold), and ten training sets \( G_{ij} \leftarrow G_i \setminus T_{ij} \) (composed of nine sub-folds).

Ten decision trees \( C4.5(G_{ij}) \) were merged into a single consensus decision tree \( CDT(G_i) \). Let \( Acc(CDT(G_i)) \) denote its accuracy tested on \( T_i \). Accordingly, \( Acc(CDT(G)) = \frac{1}{10} \sum_{i=1}^{10} Acc(CDT(G_i)) \), and information contents \( Info(CDT(G)) = \frac{1}{10} \sum_{i=1}^{10} Info(CDT(G_i)) \). \( Leaves/Nodes(CDT(G)) \) is also the average of \( Leaves/Nodes(CDT(G_i)) \).

In order to compare accuracy, tree size and information score of consensus trees and C4.5 trees, we calculate their relative improvements as follows: \( Rel(Acc(G)) = \frac{Acc(CDT(G))}{Acc(C4.5(G))} - 1 \), \( Rel(Leaves/Nodes(G)) = 1 - \frac{Leaves/Nodes(CDT(G))}{Leaves/Nodes(C4.5(G))} \), \( Rel(Info(G)) = \frac{Info(CDT(G))}{Info(C4.5(G))} - 1 \).

<table>
<thead>
<tr>
<th>Data set</th>
<th>#Attr.</th>
<th>#Class.</th>
<th>#Inst.</th>
<th>Class distribution (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anneal</td>
<td>38</td>
<td>5</td>
<td>898</td>
<td>1:11:76:8:4</td>
</tr>
<tr>
<td>Australian</td>
<td>14</td>
<td>2</td>
<td>690</td>
<td>56:44</td>
</tr>
<tr>
<td>Balance</td>
<td>4</td>
<td>3</td>
<td>625</td>
<td>46:8:46</td>
</tr>
<tr>
<td>Breast</td>
<td>9</td>
<td>2</td>
<td>286</td>
<td>70:30</td>
</tr>
<tr>
<td>Breast-w</td>
<td>9</td>
<td>2</td>
<td>699</td>
<td>66:34</td>
</tr>
<tr>
<td>Car</td>
<td>6</td>
<td>4</td>
<td>1728</td>
<td>70:22:4:4</td>
</tr>
<tr>
<td>Colic</td>
<td>22</td>
<td>2</td>
<td>368</td>
<td>63:37</td>
</tr>
<tr>
<td>Credit-a</td>
<td>15</td>
<td>2</td>
<td>690</td>
<td>44:56</td>
</tr>
<tr>
<td>Credit-g</td>
<td>20</td>
<td>2</td>
<td>1000</td>
<td>70:30</td>
</tr>
<tr>
<td>Diabetes</td>
<td>8</td>
<td>2</td>
<td>768</td>
<td>65:35</td>
</tr>
<tr>
<td>Glass</td>
<td>9</td>
<td>6</td>
<td>214</td>
<td>33:36:8:6:4:14</td>
</tr>
<tr>
<td>Heart-c</td>
<td>13</td>
<td>2</td>
<td>303</td>
<td>54:46</td>
</tr>
<tr>
<td>Heart-stat</td>
<td>13</td>
<td>2</td>
<td>270</td>
<td>56:44</td>
</tr>
<tr>
<td>Hepatitis</td>
<td>19</td>
<td>2</td>
<td>155</td>
<td>21:79</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>34</td>
<td>2</td>
<td>351</td>
<td>36:64</td>
</tr>
<tr>
<td>Iris</td>
<td>4</td>
<td>3</td>
<td>150</td>
<td>33:33:33</td>
</tr>
<tr>
<td>Labor</td>
<td>16</td>
<td>2</td>
<td>57</td>
<td>35:65</td>
</tr>
<tr>
<td>Lymph</td>
<td>18</td>
<td>4</td>
<td>148</td>
<td>1:55:41:3</td>
</tr>
<tr>
<td>Segment</td>
<td>19</td>
<td>7</td>
<td>2310</td>
<td>14:14:14:14:14:14:14</td>
</tr>
<tr>
<td>Sonar</td>
<td>60</td>
<td>2</td>
<td>208</td>
<td>47:53</td>
</tr>
<tr>
<td>Tic-tac-toe</td>
<td>9</td>
<td>2</td>
<td>958</td>
<td>65:35</td>
</tr>
<tr>
<td>Vehicle</td>
<td>18</td>
<td>4</td>
<td>846</td>
<td>25:26:26:26:24</td>
</tr>
<tr>
<td>Vote</td>
<td>16</td>
<td>2</td>
<td>435</td>
<td>61:39</td>
</tr>
<tr>
<td>Wine</td>
<td>13</td>
<td>3</td>
<td>178</td>
<td>33:40:27</td>
</tr>
<tr>
<td>Zoo</td>
<td>17</td>
<td>7</td>
<td>101</td>
<td>41:29:5:13:4:8:10</td>
</tr>
</tbody>
</table>
4.2 Results of Experiments

Experiments were performed on 28 UCI data sets whose characteristics are outlined in Table 1 (boldface denoting the majority class). Results of experiments are shown in Table 2 (boldface meaning that CDT performed equally well or better than C4.5).

### Table 2. Results of the experiments.

<table>
<thead>
<tr>
<th>Data set</th>
<th>C4.5 Acc(Sd)</th>
<th>CDT Acc(Sd)</th>
<th>Relative improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>leaves/nodes</td>
<td>leaves/nodes</td>
<td></td>
</tr>
<tr>
<td></td>
<td>info.</td>
<td>info.</td>
<td></td>
</tr>
<tr>
<td>Anneal</td>
<td>97.14 (0.0893)</td>
<td>99.13 (0.0497)</td>
<td>52/103 2.7811</td>
</tr>
<tr>
<td>Audiol.</td>
<td>77.88 (0.1193)</td>
<td>80.09 (0.1288)</td>
<td>29/49 2.5316</td>
</tr>
<tr>
<td>Austral.</td>
<td>85.51 (0.3455)</td>
<td>84.64 (0.3919)</td>
<td>17/24 0.6813</td>
</tr>
<tr>
<td>Autos</td>
<td>82.44 (0.2022)</td>
<td>80.49 (0.2361)</td>
<td>39/57 1.7598</td>
</tr>
<tr>
<td>Balance</td>
<td>77.76 (0.3567)</td>
<td>69.12 (0.4537)</td>
<td>8/15 0.5598</td>
</tr>
<tr>
<td>Breast</td>
<td>75.17 (0.4423)</td>
<td>72.73 (0.5222)</td>
<td>13/17 0.2630</td>
</tr>
<tr>
<td>Brst-w</td>
<td>95.28 (0.2116)</td>
<td>94.85 (0.2269)</td>
<td>9/17 0.8189</td>
</tr>
<tr>
<td>Car</td>
<td>92.48 (0.1628)</td>
<td>68.66 (0.3946)</td>
<td>29/41 0.2687</td>
</tr>
<tr>
<td>Colic</td>
<td>85.87 (0.3518)</td>
<td>83.42 (0.4071)</td>
<td>11/17 0.6023</td>
</tr>
<tr>
<td>Crdt-a</td>
<td>85.94 (0.3402)</td>
<td>85.07 (0.3864)</td>
<td>18/25 0.6901</td>
</tr>
<tr>
<td>Crdt-g</td>
<td>69.70 (0.4922)</td>
<td>69.50 (0.5523)</td>
<td>82/114 0.1949</td>
</tr>
<tr>
<td>Diab.</td>
<td>74.09 (0.3146)</td>
<td>73.96 (0.5103)</td>
<td>21/41 0.3766</td>
</tr>
<tr>
<td>Glass</td>
<td>67.29 (0.2837)</td>
<td>68.69 (0.2991)</td>
<td>23/45 1.3524</td>
</tr>
<tr>
<td>Heart-c</td>
<td>79.21 (0.2619)</td>
<td>79.21 (0.2884)</td>
<td>18/29 0.5917</td>
</tr>
<tr>
<td>Heart-s</td>
<td>77.78 (0.4322)</td>
<td>75.93 (0.4907)</td>
<td>21/41 0.5054</td>
</tr>
<tr>
<td>Hepat.</td>
<td>79.35 (0.4200)</td>
<td>77.42 (0.4752)</td>
<td>8/15 0.1510</td>
</tr>
<tr>
<td>Ionos.</td>
<td>90.88 (0.8887)</td>
<td>89.74 (0.3203)</td>
<td>16/31 0.7247</td>
</tr>
<tr>
<td>Iris</td>
<td>95.33 (0.1707)</td>
<td>94.67 (0.1886)</td>
<td>3/5 1.4692</td>
</tr>
<tr>
<td>Labor</td>
<td>78.95 (0.4285)</td>
<td>80.70 (0.4393)</td>
<td>3/5 0.5257</td>
</tr>
<tr>
<td>Lymph</td>
<td>77.03 (0.3274)</td>
<td>77.70 (0.5339)</td>
<td>18/28 0.6712</td>
</tr>
<tr>
<td>Prmt.t.</td>
<td>40.71 (0.1961)</td>
<td>41.30 (0.2310)</td>
<td>29/54 1.2396</td>
</tr>
<tr>
<td>Segment</td>
<td>97.14 (0.0893)</td>
<td>96.02 (0.1067)</td>
<td>52/103 2.6867</td>
</tr>
<tr>
<td>Sonar</td>
<td>74.04 (0.4986)</td>
<td>75.81 (0.4952)</td>
<td>15/29 0.5050</td>
</tr>
<tr>
<td>T-tac-t</td>
<td>84.76 (0.3485)</td>
<td>78.91 (0.4592)</td>
<td>71/106 0.4793</td>
</tr>
<tr>
<td>Vehicle</td>
<td>73.40 (0.3272)</td>
<td>70.92 (0.3813)</td>
<td>56/111 1.2996</td>
</tr>
<tr>
<td>Vote</td>
<td>96.78 (0.1650)</td>
<td>96.55 (0.1857)</td>
<td>6/11 0.8908</td>
</tr>
<tr>
<td>Wine</td>
<td>94.94 (0.1776)</td>
<td>93.26 (0.2120)</td>
<td>7/13 1.4192</td>
</tr>
<tr>
<td>Zoo</td>
<td>92.08 (0.1359)</td>
<td>92.08 (0.1504)</td>
<td>9/17 2.1014</td>
</tr>
<tr>
<td>Average</td>
<td>82.10 (0.2900)</td>
<td>80.38 (0.3300)</td>
<td>24.39/ 1.01</td>
</tr>
</tbody>
</table>

Results of experiments show that there is no significant difference in average accuracy between the consensus decision trees and the decision trees induced by C4.5 ($t = 1.8664$, $df = 27$, $p = 0.0729$, using two-tailed $t$-test for dependent samples, where $t$, $df$ and $p$ stand for $t$-statistics, degrees of freedom and significance level, respectively), using a 95% significance level (the bound used throughout this paper). Notice, however, that the CDT algorithm improves the information score (compared to C4.5) in 18 domains (9.6% improvement on the average).

Our hypothesis that the structure of CDT is simpler than the structure of the induced C4.5 decision trees was confirmed: indeed, the average number of leaves of CDT is significantly smaller than the average number of leaves of the C4.5 decision trees ($t = 2.3787$, $df = 27$, $p = 0.0247$, using two-tailed $t$-test for dependent samples). Moreover, the average tree size (measured by the number of
of all decision tree nodes) of CDT is also significantly smaller than that of C4.5 ($t = 2.4413$, $df = 27$, $p = 0.0215$, using two-tailed $t$-test for dependent samples).

The relative improvement in tree size also shows that in 19 domains the CDT algorithm learned smaller decision trees than C4.5 yielding, on the average, 3.7% smaller trees according to the number of leaves (5.1% according to the number of all nodes).

5 Summary and Conclusions

Results show that consensus decision trees are, on the average, as accurate as C4.5 decision trees, but simpler (smaller w.r.t. the number of leaves and nodes). Moreover, consensus decision trees improve the information score compared to C4.5 decision trees.

We also tested alternative ways of constructing consensus decision trees. First, the similarity measure that only considers the distances between instances was replaced by a measure that takes into the account that instances are labelled by class labels; the similarity value of two instances labelled by the same class label was appropriately increased. Opposed to our expectations, this way of measuring similarities between instances has not proved to be better than the one described in this paper.

Second, instead of labelling instances by class labels, instances may be labelled by cluster labels, considering clusters generated by consensus clustering as classes for learning by C4.5. This approach has turned out to be inferior compared to the approaches described in the paper.

In further work we are planning to measure the similarities between instances not just by counting how many times two instances belong to the same leaf (have the same attribute-value representation), but also by putting different weights on the segments of this path (higher weights assigned to segments closer to the root).

Moreover, our plan is to test the hypothesis that consensus decision trees are more robust with respect to adding of new instances, i.e., that the structure of the consensus decision tree would change less than the structure of C4.5 decision trees. To this end we need to propose new measures of tree structure variability, and measure the robustness accordingly. The current results indicate that a step in the direction of improving the robustness has been achieved, assuming that simpler tree structures are more robust.

There is however a performance drawback that we should take into account when using the CDT method for building decision trees. Since the CDT algorithm builds 11 decision trees (10 in the cross-validation process and the final one) and does also the hierarchical clustering, it is much slower than the traditional decision tree building algorithm.
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Abstract. In many applications, modelling techniques are necessary which take into account the inherent variability of given data. In this paper, we present an approach to model class specific pattern variation based on tangent distance within a statistical framework for classification. The model is an effective means to explicitly incorporate invariance with respect to transformations that do not change class-membership like e.g. small affine transformations in the case of image objects. If no prior knowledge about the type of variability is available, it is desirable to learn the model parameters from the data. The probabilistic interpretation presented here allows us to view learning of the variational derivatives in terms of a maximum likelihood estimation problem. We present experimental results from two different real-world pattern recognition tasks, namely image object recognition and automatic speech recognition. On the US Postal Service handwritten digit recognition task, learning of variability achieves results well comparable to those obtained using specific domain knowledge. On the SieTill corpus for continuously spoken telephone line recorded German digit strings the method shows a significant improvement in comparison with a common mixture density approach using a comparable amount of parameters. The probabilistic model is well-suited to be used in the field of statistical pattern recognition and can be extended to other domains like cluster analysis.

1 Introduction

In many applications, it is important to carefully consider the inherent variability of data. In the field of pattern recognition it is desired to construct classification algorithms which tolerate variation of the input patterns that leaves the class-membership unchanged. For example, image objects are usually subject to affine transformations of the image grid like rotation, scaling and translation. Conventional distance measures like the Euclidean distance or the Mahalanobis distance do not take into account such transformations or do so only if the training data contains a large number of transformed patterns, respectively. One method to incorporate invariance with respect to such transformations into a classifier is to use invariant distance measures like the tangent distance, which has been successfully applied in image object recognition during the last years [9,14,15].
Tangent distance (TD) is usually applied by explicitly modelling the derivative of transformations which are known a priori. This is especially effective in cases where the training set is small. But not in all domains such specific knowledge is available. For example, the transformation effects on the feature vectors of a speech signal that are used in automatic speech recognition are generally difficult to obtain or unknown.

In this paper we present a method to automatically learn the derivative of the variability present in the data within a statistical framework, thus leading to an increased robustness of the classifier. To show the practical value of the approach we present results from experiments in two real-world application areas, namely optical character recognition (OCR) and automatic speech recognition (ASR).

To classify an observation $x \in \mathbb{R}^D$, we use the Bayesian decision rule

$$ x \mapsto r(x) = \operatorname{argmax}_k \{p(k) \cdot p(x|k)\}. $$ (1)

Here, $p(k)$ is the a priori probability of class $k$, $p(x|k)$ is the class conditional probability for the observation $x$ given class $k$ and $r(x)$ is the decision of the classifier. This decision rule is known to be optimal with respect to the expected number of classification errors if the required distributions are known [3]. However, as neither $p(k)$ nor $p(x|k)$ are known in practical situations, it is necessary to choose models for the respective distributions and estimate their parameters using the training data. The class conditional probabilities are modelled using Gaussian mixture densities (GMD) or kernel densities (KD) in the experiments. The latter can be regarded as an extreme case of the mixture density model, where each training sample is interpreted as the center of a Gaussian distribution. A Gaussian mixture is defined as a linear combination of Gaussian component densities, which can approximate any density function with arbitrary precision, even if only component densities with diagonal covariance matrices are used. This restriction is often imposed in order to reduce the number of parameters that must be estimated. The necessary parameters for the GMD can be estimated using the Expectation-Maximization (EM) algorithm [3].

2 Invariance and Tangent Distance

There exists a variety of ways to achieve invariance or transformation tolerance of a classifier, including normalization, extraction of invariant features and invariant distance measures [19]. Distance measures are used for classification as dissimilarity measures, i.e. the distances should ideally be small for members of the same class and large for members of different classes. An invariant distance measure ideally takes into account transformations of the patterns, yielding small values for patterns which mostly differ by a transformation that does not change class-membership. In the following, we will give a brief overview of one invariant distance measure called tangent distance, which was introduced in [15,16].

Let $x \in \mathbb{R}^D$ be a pattern and $t(x, \alpha)$ denote a transformation of $x$ that depends on a parameter $L$-tuple $\alpha \in \mathbb{R}^L$, where we assume that $t$ does not
affect class membership (for small $\alpha$). The set of all transformed patterns now comprises a manifold $\mathcal{M}_x = \{t(x, \alpha) : \alpha \in \mathbb{R}^L\} \subset \mathbb{R}^D$ in pattern space. The distance between two patterns can then be defined as the minimum distance between the manifold $\mathcal{M}_x$ of the pattern $x$ and the manifold $\mathcal{M}_\mu$ of a class specific prototype pattern $\mu$, which is truly invariant with respect to the regarded transformations (cf. Fig. 1):

$$d(x, \mu) = \min_{\alpha, \beta \in \mathbb{R}^L} \{||t(x, \alpha) - t(\mu, \beta)||^2\}$$

However, the resulting distance calculation between manifolds is a hard non-linear optimization problem in general. Moreover, the manifolds usually cannot be handled analytically. To overcome these problems, the manifolds can be approximated by a tangent subspace $\hat{\mathcal{M}}$. The tangent vectors $x_l$ that span the subspace are the partial derivatives of the transformation $t$ with respect to the parameters $\alpha_l$ ($l = 1, \ldots, L$), i.e. $x_l = \partial t(x, \alpha)/\partial \alpha_l$. Thus, the transformation $t(x, \alpha)$ can be approximated using a Taylor expansion around $\alpha = 0$:

$$t(x, \alpha) = x + \sum_{l=1}^L \alpha_l x_l + \sum_{l=1}^L \mathcal{O}(\alpha_l^2)$$

The set of points consisting of all linear combinations of the pattern $x$ with the tangent vectors $x_l$ forms the tangent subspace $\hat{\mathcal{M}}_x$, which is a first-order approximation of $\mathcal{M}_x$:

$$\hat{\mathcal{M}}_x = \{x + \sum_{l=1}^L \alpha_l x_l : \alpha \in \mathbb{R}^L\} \subset \mathbb{R}^D$$

Using the linear approximation $\hat{\mathcal{M}}_x$ has the advantage that distance calculations are equivalent to the solution of linear least square problems or equivalently projections into subspaces, which are computationally inexpensive operations. The approximation is valid for small values of $\alpha$, which nevertheless is sufficient in many applications, as Fig. 2 shows for examples of OCR data. These examples illustrate the advantage of TD over other distance measures, as the depicted
patterns all lie in the same subspace. The TD between the original image and any of the transformations is therefore zero, while the Euclidean distance is significantly greater than zero. Using the squared Euclidean norm, the TD is defined as:

$$d_{2S}(x, \mu) = \min_{\alpha, \beta \in \mathbb{R}^L} \left\{ \| (x + \sum_{l=1}^{L} \alpha_l x_l) - (\mu + \sum_{l=1}^{L} \beta_l \mu_l) \|^2 \right\}$$  \hspace{1cm} (5)$$

Eq. (5) is also known as two-sided tangent distance (2S) \[3\]. In order to reduce the effort for determining $d_{2S}(x, \mu)$ it may be convenient to restrict the calculation of the tangent subspaces to the prototype (or the reference) vectors. The resulting distance measure is called one-sided tangent distance (1S):

$$d_{1S}(x, \mu) = \min_{\alpha \in \mathbb{R}^L} \left\{ \| x - (\mu + \sum_{l=1}^{L} \alpha_l \mu_l) \|^2 \right\}$$  \hspace{1cm} (6)$$

The presented considerations are based on the Euclidean distance, but equally apply when using the Mahalanobis distance \[3\] in a statistical framework. They show that a suitable first-order model of variability is a subspace model based on the derivatives of transformations that respect class-membership, where the variation is modelled by the tangent vectors or subspace components, respectively. In the following we will concentrate on properties of the model and the estimation of subspace components if the transformations are not known.

3 Learning of Variability

We first discuss a probabilistic framework for TD and then show, how learning of the tangent vectors can be considered as the solution of a maximum likelihood estimation problem. This estimation is especially useful for cases where no prior knowledge about the transformations present in the data is available.

3.1 Tangent Distance in a Probabilistic Framework

To embed the TD into a statistical framework we will focus on the one-sided TD, assuming that the references are subject to variations. A more detailed presentation including the remaining cases of variation of the observations and the two-sided TD can be found in \[8\].

We restrict our considerations here to the case where the observations $x$ are normally distributed with expectation $\mu$ and covariance matrix $\Sigma$. The extension
to Gaussian mixtures or kernel densities is straightforward using maximum approximation or the EM algorithm. In order to simplify the notation, class indices are omitted. Using the first-order approximation of the manifold $M$ for a mean vector $\mu$, we obtain the probability density function (pdf) for the observations:

$$p(x | \mu, \alpha, \Sigma) = \mathcal{N}(x | \mu + \sum_{l=1}^{L} \alpha_l \mu_l, \Sigma)$$  \hspace{1cm} (7)

The integral of the joint distribution $p(x, \alpha | \mu, \Sigma)$ over the unknown transformation parameters $\alpha$ then leads to the following distribution:

$$p(x | \mu, \Sigma) = \int p(x, \alpha | \mu, \Sigma) \, d\alpha$$

$$= \int p(\alpha | \mu, \Sigma) \cdot p(x | \mu, \alpha, \Sigma) \, d\alpha$$

$$= \int p(\alpha) \cdot p(x | \mu, \alpha, \Sigma) \, d\alpha$$ \hspace{1cm} (8)

Without loss of generality, the tangent vectors of the pdf in Eq. (7) can be assumed orthonormal with respect to $\Sigma$, as only the spanned subspace determines the modelled variation. Hence, it is always possible to achieve the condition

$$\mu_i^T \Sigma^{-1} \mu_m = \delta_{i,m}$$ \hspace{1cm} (9)

using e.g. a singular value decomposition, where $\delta_{i,m}$ denotes the Kronecker delta. Note that we assume that $\alpha$ is independent of $\mu$ and $\Sigma$, i.e. $p(\alpha | \mu, \Sigma) \equiv p(\alpha)$. Furthermore, $\alpha \in \mathbb{R}^L$ is assumed to be normally distributed with mean 0 and a covariance matrix $\gamma^2 I$, i.e. $p(\alpha) = \mathcal{N}(\alpha | 0, \gamma^2 I)$, where $I$ denotes the identity matrix and $\gamma$ is a hyperparameter describing the standard deviation of the transformation parameters. These assumptions reduce the complexity of the calculations but do not affect the general result. The evaluation of the integral in Eq. (8) leads to the following expression:

$$p(x | \mu, \Sigma) = \mathcal{N}(x | \mu, \Sigma') = \det(2\pi \Sigma')^{-\frac{1}{2}} \exp\left(-\frac{1}{2} \left[(x - \mu)^T \Sigma'^{-1} (x - \mu)\right]\right)$$ \hspace{1cm} (10)

$$\Sigma' = \Sigma + \gamma^2 \sum_{l=1}^{L} \mu_l \mu_l^T, \hspace{1cm} \Sigma'^{-1} = \Sigma^{-1} - \frac{1}{1+\frac{1}{\gamma^2}} \Sigma^{-1} \sum_{l=1}^{L} \mu_l \mu_l^T \Sigma^{-1}$$ \hspace{1cm} (11)

Note that the exponent in Eq. (10) leads to the conventional Mahalanobis distance for $\gamma \rightarrow 0$ and to TD for $\gamma \rightarrow \infty$. Thus, the incorporation of tangent vectors adds a corrective term to the Mahalanobis distance that only affects the covariance matrix which can be interpreted as structuring $\Sigma$ [8]. For the limiting case $\Sigma = I$, a similar result was derived in [6]. The probabilistic interpretation of TD can also be used for a more reliable estimation of the parameters of the distribution [28]. Note that $\det(\Sigma') = (1 + \gamma^2)^L \det(\Sigma)$ [8] pp. 38ff, which is independent of the tangent vectors and can therefore be neglected in the following maximum likelihood estimation.
3.2 Estimation of Subspace Components

In order to circumvent the restriction that the applicable transformations must be known a priori, the tangent vectors can be learned from the training data. This estimation can be formulated within a maximum likelihood approach.

Let the training data be given by $x_{n,k}$, $n = 1, \ldots, N_k$ training patterns of $k = 1, \ldots, K$ classes. Assuming that the number $L$ of tangent vectors is known (note that $L$ can be determined automatically [1]) we consider the log-likelihood as a function of the unknown tangent vectors $\{ \mu_{kl} \}$ (for each class $k$):

$$
F(\{ \mu_{kl} \}) := \sum_{k=1}^{K} \sum_{n=1}^{N_k} \log \mathcal{N}(x_{n,k} | \mu_k, \Sigma_k')
$$

$$
= \frac{1}{1 + \frac{1}{\gamma^2}} \sum_{k=1}^{K} \sum_{n=1}^{N_k} \sum_{l=1}^{L} ((x_{n,k} - \mu_k)^T \Sigma^{-1} \mu_{kl})^2 + \text{const}
$$

$$
= \frac{1}{1 + \frac{1}{\gamma^2}} \sum_{k=1}^{K} \sum_{l=1}^{L} \mu_{kl}^T \Sigma^{-1} S_k \Sigma^{-1} \mu_{kl} + \text{const} \quad (12)
$$

with $S_k = \sum_{n=1}^{N_k} (x_{n,k} - \mu_k)(x_{n,k} - \mu_k)^T$ as the class specific scatter matrix. $\Sigma$ and $S_k$ can be regarded as covariance matrices of two competing models. Taking the constraints of orthonormality of the tangent vectors with respect to $\Sigma^{-1}$ into account, we obtain the following result [5, pp. 400ff.]: The class specific tangent vectors $\mu_{kl}$ maximizing Eq. (12) have to be chosen such that the vectors $\frac{1}{\gamma^2} \Sigma_{kl}$ are those eigenvectors of the matrix $\Sigma^{-1/2} S_k (\Sigma^{-1/2})^T$ with the largest corresponding eigenvalues.

As the above considerations show, two different models have to be determined for the covariance matrices $\Sigma$ and $S_k$. While $S_k$ is defined as a class specific scatter matrix, a globally pooled covariance matrix is a suitable choice for $\Sigma$ in many cases. Using these models, the effect of incorporating the tangent distance into the Mahalanobis distance is equivalent to performing a global whitening transformation of the feature space and then using the $L$ class specific eigenvectors with the largest eigenvalues as tangent vectors for each class. This reduces the effect of those directions of class specific variability that contribute the most variance to $\Sigma$. While the maximum likelihood estimate leads to results similar to conventional principal component analysis (PCA), the estimated components are used in a completely different manner here. In conventional PCA, the principal components are chosen to minimize the reconstruction error. In contrast to that, these components span the subspace with minor importance in the distance calculation in the approach presented here. This can be interpreted as reducing the effect of specific variability, motivated by the fact that it does not change class membership of the patterns. The tangent distance has the property that it also works very well in combination with global feature transformations as for instance a linear discriminant analysis (LDA), since $\Sigma$ can be assumed as a global covariance matrix of an LDA-transformed feature space.
4 Experimental Results

To show the applicability of the proposed learning approach, we present results obtained on two real-world classification tasks. The performance of a classifier is measured by the obtained error rate (ER), i.e. the ratio of misclassifications to the total number of classifications. For speech recognition a suitable measure is the word error rate (WER), which is defined as the ratio of the number of incorrectly recognized words to the total number of words to be recognized. The difference to the correct sentence is measured using the Levenshtein or edit distance, defined as the minimal number of insertions (ins), deletions (del) or replacements of words necessary to transform the correct sentence to the recognized sentence. The sentence error rate (SER) is defined as the fraction of incorrectly recognized sentences.

4.1 Image Object Recognition

Results for the domain of image object recognition were obtained on the well known US Postal Service handwritten digit recognition task (USPS). It contains normalized greyscale images of size $16 \times 16$ pixels, divided into a training set of 7,291 images and a test set of 2,007 images. Reported recognition error rates for this database are summarized in Table 1. In our preliminary experiments, we used kernel densities to model the distributions in Bayes’ decision rule and we applied appearance based classification, i.e. no feature extraction was applied. The use of tangent distance based on derivatives (6 affine derivatives plus line thickness) and virtual training and testing data (by shifting the images 1 pixel into 8 directions, keeping training and test set separated) improved the error

<table>
<thead>
<tr>
<th>method</th>
<th>ER [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>human performance</td>
<td>[15] 2.5</td>
</tr>
<tr>
<td>relevance vector machine</td>
<td>[17] 5.1</td>
</tr>
<tr>
<td>neural net (LeNet1)</td>
<td>[13] 4.2</td>
</tr>
<tr>
<td>invariant support vectors</td>
<td>[13] 3.0</td>
</tr>
<tr>
<td>neural net + boosting</td>
<td>[14] 2.6</td>
</tr>
<tr>
<td>tangent distance</td>
<td>[15] 2.5</td>
</tr>
<tr>
<td>nearest neighbor classifier</td>
<td>5.6</td>
</tr>
<tr>
<td>mixture densities</td>
<td>7.2</td>
</tr>
<tr>
<td>+ LDA + virtual data</td>
<td>3.4</td>
</tr>
<tr>
<td>kernel densities</td>
<td>tangent distance, derivative, one-sided ($\mu$) 3.7</td>
</tr>
<tr>
<td></td>
<td>one-sided ($x$) 3.3</td>
</tr>
<tr>
<td></td>
<td>two-sided 3.0</td>
</tr>
<tr>
<td></td>
<td>+ virtual data 2.4</td>
</tr>
<tr>
<td></td>
<td>+ classifier combination 2.2</td>
</tr>
<tr>
<td>kernel densities</td>
<td>tangent distance, learned, one-sided ($\mu$), $L = 12$ 3.7</td>
</tr>
</tbody>
</table>
rate to 2.4%. This shows the effectiveness of the tangent distance approach in combination with prior knowledge. Finally, using classifier combination, where different test results were combined using the sum rule, we obtained an error rate of 2.2% [9].

For our experiments on learning of variability, we used two different settings. First, we used a single Gaussian density, i.e. one reference per class, and varied the number of estimated tangents. As shown in Table 2, the error rate can be reduced from 18.6% to 5.5% with the estimation of tangent vectors from class specific covariance matrices as proposed above. Using only $L = 7$ tangent vectors, the result of 6.4% compares favorably to the use of the derivative, here with 11.8% error rate. This is probably due to the fact that the means of the single densities are the average of a large number of images and therefore very blurred, which is a disadvantage for the derivative tangent vectors. Here, the estimated tangent vectors outperform those based on the derivative.

Interestingly, when using all 7,291 training patterns in a kernel density based classifier, the result obtained without tangent model is the same as for a single density model with 12 estimated tangents. In this case, the single densities with estimated tangent subspace obtain the same result using about 50 times fewer parameters. In the second setting with about 700 references per class (KD), the error rate can be reduced to 3.7% for 20 estimated tangents. Fig. 3(a) shows the evolution of the error rate for different number of tangent vectors. Here, the tangent vectors were estimated using a local, class specific covariance matrix obtained from the set of local nearest neighbors for each training pattern. Therefore, the method is only applied to the one-sided tangent distance with tangents on the side of the reference. The obtained error rate is the same as for the derivative tangents, although somewhat higher for the same number of tangents. This shows that the presented method can be effectively used to learn the class specific variability on this dataset. Note that using the tangents on the side of the observations resp. on both sides, the obtained error rate is significantly lower (cf. Table 1).

Fig. 3(b) shows the error rate with respect to the subspace standard deviation $\gamma$ for derivative tangents and estimated tangents using $L = 7$ each. It can be seen that, on this data, no significant improvement can be obtained by restricting the value of $\gamma$, while there may be improvements for other pattern recognition tasks.

So far we have not discussed the computational complexity of the tangent method. Due to the structure of the resulting model, the computational cost of the distance calculation is increased approximately by a factor of $(L + 1)$, in comparison with the baseline model that corresponds to the Euclidean distance.

<table>
<thead>
<tr>
<th>#references/class</th>
<th>$L = 0$</th>
<th>$L = 7$</th>
<th>$L = 12$</th>
<th>$L = 20$</th>
<th>derivative tangent vectors ($L = 7$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>18.6</td>
<td>6.4</td>
<td>5.5</td>
<td>5.5</td>
<td>11.8</td>
</tr>
<tr>
<td>≈700</td>
<td>5.5</td>
<td>3.8</td>
<td>3.9</td>
<td>3.7</td>
<td>3.7</td>
</tr>
</tbody>
</table>
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(a) ER w.r.t. number of estimated tangents (USPS, KD).
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(b) ER w.r.t. subspace standard deviation $\gamma$ for $L = 7$ derivative and estimated tangent vectors (USPS, KD).

4.2 Automatic Speech Recognition

Experiments for the domain of speech recognition were performed on the SieTill corpus \[4\] for telephone line recorded German continuous digit strings. The corpus consists of approximately 43k spoken digits in 13k sentences for both training and test set. In Table \[2\] some information on corpus statistics is summarized.

The recognition system is based on whole-word Hidden Markov Models (HMMs) using continuous emission densities. The baseline system is characterized as follows:

- vocabulary of 11 German digits including the pronunciation variant ‘zwo’,
- gender-dependent whole-word HMMs, with every two subsequent states being identical,
- for each gender 214 distinct states plus one for silence,
- Gaussian mixture emission distributions,
- one globally pooled diagonal covariance matrix $\Sigma$,
- 12 cepstral features plus first derivatives and the second derivative of the first feature component.

The baseline recognizer applies maximum likelihood training using the Viterbi approximation in combination with an optional LDA. A detailed description of the baseline system can be found in [18]. The word error rates obtained with the

<table>
<thead>
<tr>
<th>corpus</th>
<th>female</th>
<th>male</th>
</tr>
</thead>
<tbody>
<tr>
<td>test</td>
<td>6176</td>
<td>20205</td>
</tr>
<tr>
<td>train</td>
<td>6113</td>
<td>20115</td>
</tr>
</tbody>
</table>

Table 3. Corpus statistics for the SieTill corpus.
baseline system for the combined recognition of both genders are summarized in Table 4 (in the lines with 0 tangent vectors (tv) per mixture (mix)). In this domain, all densities of the mixtures for the states of the HMMs are regarded as separate classes for the application of learning of variability. The $S_k$ were trained as state specific full covariance matrices. Note that the $S_k$ are only necessary in the training phase.

For single densities, the incorporation of TD improved the word error rate by 18.1% relative for one tangent vector and 21.6% relative using four tangent vectors per state. In combination with LDA transformed features the relative improvement was 13.8% for the incorporation of one tangent vector and increased to 28.6% for five tangent vectors per state. Fig. 4(a) depicts the evolution of the word error rates on the SieTill test corpus for different numbers of tangent vectors using single densities that were trained on LDA transformed features. For this setting the optimal choice for gender dependent trained references was five tangent vectors per state.

Using mixture densities, the performance gain in word error rate decreased but was still significant. Thus the relative improvement between the baseline result and tangent distance was 6.7% (16 densities plus one tangent vector per mixture) for untransformed features and 13.6% for LDA transformed features (16 dns/mix, 1 tv/mix). The same applies for the optimal number of tangent vectors which was found at one tangent vector per mixture. Consequently, a larger number of densities is able to partially compensate for the error that is made in the case that the covariance matrix is estimated using the conventional method. The best result was obtained using 128 densities per mixture in combination with LDA transformed features and the incorporation of one tangent vector per state. Using this setting, the word error rate decreased from 1.85% to 1.67% which is a relative improvement of 5%. Fig. 4(b) depicts the evolution of word error rates for conventional training in comparison with TD using equal

Table 4. Word error rates (WER) and sentence error rates (SER) on the SieTill corpus obtained with the tangent distance. In column 'tv/mix' the number of used tangent vectors per mixture is given. A value of 0 means that the conventional Mahalanobis distance is used. 'dns/mix' gives the average number of densities per mixture.

<table>
<thead>
<tr>
<th>dns/mix</th>
<th>tv/mix</th>
<th>without LDA</th>
<th>with LDA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>del - ins</td>
<td>WER</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1.17-0.83</td>
<td>4.59</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1.17-0.52</td>
<td>3.76</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.69-1.07</td>
<td>3.60</td>
</tr>
<tr>
<td>16</td>
<td>0</td>
<td>0.59-0.83</td>
<td>2.67</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.54-0.58</td>
<td>2.49</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.46-0.80</td>
<td>2.60</td>
</tr>
<tr>
<td>128</td>
<td>0</td>
<td>0.52-0.54</td>
<td>2.24</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.50-0.48</td>
<td>2.12</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0.55-0.49</td>
<td>2.13</td>
</tr>
</tbody>
</table>
numbers of parameters. Even though the incorporation of tangent vectors into the Mahalanobis distance increases the number of parameters, the overall gain in performance justifies the higher expense.

Fig. 4. (a) Word error rates as a function of the number of tangent vectors on the SieTill test corpus for single densities using ML training on LDA transformed features. (b) Comparison of WER for mixture densities on the SieTill test corpus using equal overall model parameter numbers.

5 Discussion and Conclusion

In this paper we presented an approach for modelling and learning variability for statistical pattern recognition, embedding tangent distance into a probabilistic framework. In contrast to principal component analysis based methods like \[12\] the model disregards the specific variability of the patterns when determining the distance or the log-likelihood, respectively, which leads to an incorporation of transformation tolerance and therefore improves the classification performance. This is due to the basic difference between the distance in feature space and the distance from feature space, which seems to be more appropriate for classification \[11\]. The presented model in its local version is adaptive to specific local variability and therefore similar to \[7\]. Note that the presented model assigns to the subspace components a weight $\gamma$ that was found to be usually larger than the corresponding eigenvalue, which is a main difference to subspace approximations to the full covariance matrix based on eigenvalue decomposition like e.g. \[10\]. The overrepresentation of estimated variational subspace components may lead to an increased transformation tolerance. The new model proved to be very effective for pattern recognition, including the combination with globally operating feature transformations as the linear discriminant analysis. Thus, theoretical findings are supported by the experimental results. Comparative experiments were performed on the USPS corpus for image object recognition and
on the SieTill corpus for continuous German digit strings for automatic speech recognition. On the USPS corpus, single density and kernel density error rates could be significantly improved, and the obtained results were well comparable to the use of tangents based on prior knowledge. Using the one-sided TD, a relative improvement in word error rate of approximately 20% was achieved for single densities on the SieTill corpus. For mixture densities we could gain a relative improvement of up to 13.6% in word error rate. Incorporating the TD we were able to reduce the word error rate of our best recognition result based on maximum likelihood trained references from 1.85% to 1.67%. Note that the probabilistic modelling technique may also be used for other tasks like clustering, where first results show that the formed clusters respect the transformations.
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1 Introduction

With the growing accessibility of computational power and accumulation of data in large databases, machine learning is rapidly becoming a central concern for both academia and industry, as the growing interest in applying machine learning to data mining demonstrates. A difficult and important meta-question has yet to be answered satisfactorily: how do we decide whether one machine learning algorithm is superior to another? The standard practice has been to take some collection of samples in the domain of interest, select some random subset as training cases to which the machine learning algorithm is applied and run the representation thus learned on the test cases remaining, using the resultant estimate of predictive accuracy as the index of success for the algorithm. This is not a bad practice, particularly once the standards of statistical inference were attended to and, especially, sample sizes were increased, allowing for the calculation of a sensible estimate of the standard deviation in predictive accuracy.

Nevertheless, there are a number of likely objections to this use of predictive accuracy for assessment. Orthodox statistical practices, and in particular the
significance testing which this practice relies upon, are beset with foundational
difficulties. For example, it is easy to find circumstances in which the finding
of a significant result—leading to the rejection of the null hypothesis, per Jerzy
Neyman—results in an increased posterior probability that the null hypothesis
is true. Or, again, one can derive 95% classical confidence interval estimates
(equivalent to significance tests under a transformation) which have a probability
of zero of capturing the population parameter of interest [Leslie, 1998]. These
sorts of objections are commonly advanced by Bayesians and, if taken seriously,
should lead to reform in the selection and use of statistical inference techniques.

But there is an even more telling, even compelling, objection to the standard
practice of assessment by predictive accuracy. Predictive accuracy entirely disre-
gards the confidence of the prediction. In binomial classification, for example, a
prediction of a mushroom’s edibility with a probability of 0.51 counts exactly the
same as a prediction of edibility with a probability of 1.0. Now, if we were con-
fronted with the first prediction, we might rationally hesitate to consume such a
mushroom. The predictive accuracy measurement does not hesitate. According
to standard evaluation practice in machine learning and data mining every pre-
diction is as good as every other. Any business, or animal, which behaved this
way would have a very short life span.

The typical Bayesian approach to prediction is to calculate the expected
value of a classification, which explicitly incorporates the probability given to
a class. Indeed, Bayesianism typically goes further than to hesitate concerning
a predicted class, it even hesitates about the model used to classify; that is,
the ideal Bayesian approach is to compute a posterior distribution over the en-
tire model space, and then to combine the individual predictions of the models,
weighting them according to their posteriors. This mixed prediction will typ-
ically provide better predictions than those of any of the individual models,
including that one with the highest posterior probability. This is the hard-core
Bayesian method, as advocated, for example, by Richard Jeffrey [Jeffrey, 1983].
But there are many situations where this ideal method is unavailable. It is in
many (or most) inductive environments computationally intractable, requiring
joint probability distributions over all variables in the model space, extending
to any hypotheses in other domains that may be found to be relevant. More
typical of actual scientific practice is that we come to believe a particular scien-
tific theory, which is then applied individually to make predictions or to guide
interventions in related domains. So, in machine learning, a possible compromise
approach to evaluating machine learners would be to take the posterior proba-
bilities of individual hypotheses put forward by the machine learners as guidance
as to which algorithm is the best. Of course, if one of the machine algorithms
under consideration is Bayesian, then this Bayesian assessment will always fa-
vor it. So, it would be useful to have some evaluation metric for the predictive
success of learning algorithms which does not simply assume Bayesianism, as
Bayesian principles are in part what is at stake in the methodology of machine
learning.
A good starting point for such an alternative is the concept of Kullback-Leibler distance. This measures the “distance” between two probability distributions \( p(\cdot) \) and \( q(\cdot) \), according to the formula [Cover and Thomas, 1991]:

\[
KL(p, q) = \sum_{x \in X} p(x) \log \frac{p(x)}{q(x)} = E_p \log \frac{p(x)}{q(x)}
\] (1)

This measure records the distance from \( p \) to \( q \), from the “point of view” of \( p \). When \( p \) and \( q \) are identical, the KL distance is zero; as they diverge, the KL distance may tend towards infinity. This is the right measure when there is a preferred “point of view” — when the true probability distribution is known, and if that is \( p \) in equation (1), then KL distance reports how close a learned distribution \( q \) is to the generating distribution. This provides a performance measure for machine learning algorithms that increases monotonically as the learned distribution diverges from the truth. Also, being based strictly upon the output distribution of a machine learning algorithm, it is invariant to the internal properties of the algorithm itself, including the complexity of the representations used, as is appropriate since such a performance measure is not attempting to assess the probability of those representations directly. The drawback to KL distance is simply that when assessing algorithms in the real world, the true model is necessarily unknown. We would like a performance measure with similar properties, but which does not depend on prior knowledge of the truth.

2 Knowledge and Meta-knowledge

There are two fundamental ingredients to predictive success: knowledge of the system whose behavior is being predicted and knowledge of the limits of that knowledge. With the former comes a greater ability to predict target states; with the latter comes an improved ability to assess the probability that those predictions are in error. These two are not in a trade-off relationship: they can be jointly maximized. Given fixed domain knowledge, it is a theorem that to maximize betting reward, one must calibrate the odds—over- or under-estimating them guarantees (in the long run) suboptimal performance [Cover and Thomas, 1991, chapter 6]. And, as [Ramsey, 1931] argued effectively, betting is a pertinent metaphor for every kind of decision making under uncertainty, including the prediction tasks to which machine learners might be put.

Orthodox machine learning assessment of accuracy for classification tasks simply sums up all the test cases classified correctly and divides by the total number of cases. Clearly, using such a metric, it does not pay to withhold classification, for that guarantees a failure to classify correctly, which is all that is being rewarded here. In general, it does not pay to express any doubts whatsoever about one’s classifications: given that a probability of a target class is greater than 0.5 (in the binomial case) one should always act as if the probability is 1.

\(^1\) In philosophy this is recognized in David Lewis’s “Principal Principle”, which asserts that one’s subjective probability for an event, conditioned upon the knowledge of a physical probability of that event, should equal the latter [Lewis, 1980].
As noted above, such behavior applied to ordinary tasks of an agent trying to get around in the world would lead to rapid extinction. This metric ignores the costs of misclassification and the rewards of correct classification, as some AI researchers have begun pointing out (e.g., [Turney, 1995; Provost et al., 1998]; also see the earlier [Pearl, 1978]). A more appropriate metric, therefore, would be a sample estimate of the expected value of the classification, that is, something like:

\[
\text{reward} \times s + \text{penalty} \times (n - s) \over n \quad (2)
\]

where \( n \) is the number of test items, \( s \) the number of correct predictions and reward and penalty the rewards for correct and incorrect predictions respectively. Such a metric (or more complex relatives) we think to be correct, whenever applicable. Unfortunately, they are often not applicable. In general, in science one cannot well anticipate the uses to which scientific inferences will be put, and so one cannot know the values associated with correct or incorrect conclusions. This holds also for evaluating machine learning and data mining techniques: the number and range of applications is entirely open ended, and so too therefore are the rewards and penalties. We need a metric which somehow produces results consistent with “normal” values for penalties and rewards.

3 The Information Reward

We suggest a proper such metric for assessing machine learning algorithms is simply how well those algorithms would perform in guiding the betting behavior of agents located in the domain or world of interest. In other words, if the learning algorithm can consistently beat its competitors when betting on domain events, then it is superior to its competitors (within that domain). This is an ability which the orthodox measure of predictive accuracy fails to assess.

Lacking an exact characterization of costs and rewards available for incorrect and correct classifications, we use the information-theoretic reward [Good, 1952; Dowe et al., 1996]:

\[
\text{reward} = \sum_i [1 + \log_2 P(X_i)]
\]

where \( i \) indexes the test cases, \( X_i \) is the actual class of the \( i \)th test case and \( P(X_i) \) is the probability of that event asserted by the learner.\footnote{Kononenko and Bratko, 1991 also criticize the use of predictive accuracy as a comparative scoring function, and provide an information based scoring function which explicitly takes prior probabilities of classes into account. Their work will be dealt with in a more comprehensive paper.} This function demonstrably has the two properties we require of our metric. First, given perfect calibration, the reward is monotonic to domain knowledge, with the limit of 1 “bit” for each classification known with certainty and 0 bits for complete ignorance in the binomial classification task (i.e., \( P(X_i) = 0.5 \)). This reward is one minus the length of a message conveying the actual event in a language efficient for agents with

\[1 + \log_2(1 - P(X_i)).\]
the learner’s beliefs (i.e., a language that minimizes entropy for them). Second, given fixed domain knowledge, it is maximized by perfect calibration. Taking the binomial case for simplicity, let \( c \) be the physical probability (chance) that some test case is in the target class and \( p \) the probability estimated by the machine learner. Then the expected reward function is:

\[
[1 + \log_2 p]c + [1 + \log_2(1 - p)](1 - c)
\]

To find the maximum we take the derivative with respect to \( p \) and set it to zero:

\[
0 = \frac{d}{dp} \left( [1 + \log_2 p]c + [1 + \log_2(1 - p)](1 - c) \right)
\]

\[
= \frac{c}{p} + \frac{1 - c}{1 - p} \frac{d}{dp} (1 - p)
\]

\[
= \frac{c}{p} - \frac{1 - c}{1 - p}
\]

\[
c = p
\]

which last equation reports that perfect calibration maximizes reward.

4 A Calibration Measure

The information reward measures domain knowledge and meta-knowledge (calibration) jointly. It would be useful to be able to tease these apart: if we can measure calibration directly, then by comparison with the information reward we can measure domain knowledge indirectly; also, we can use calibration measures to improve performance by recalibrating our prediction probabilities. Calibration has been measured by cognitive psychologists investigating how human cognition deviates from the ideal [Lichtenstein et al., 1977]. The basic idea is to measure how much the probability estimate of the agent deviates from the frequency of truth of events estimated at each particular level. Thus, if the agent gets right 70% of events that the agent accords a probability of 0.9, then the agent is overconfident—at least, of events which are given that probability (such overconfidence, by the way, is typical of non-expert humans [Lichtenstein et al., 1977]).

A measure of miscalibration suggested by this is:

\[
\text{miscalibration} = \sqrt{\sum_{i \in I} \sum_{j \in J} \left( \frac{\sum_{k} f_{ik}}{n_i} - p_{ij} \right)^2 \frac{n_i}{n_i - 1}}
\]  

(3)

where \( I \) partitions the range of probabilistic predictions from 0 to 1, so we are summing over the partition cells; \( J \) and \( K \) index the predictions within each

\footnote{Note that such a message is infinite if it is attempting to communicate an event that has been deemed to be impossible, that is, to have probability zero.}
What we sum is the average of the squared deviations of the prediction probabilities \( p_{ij} \) from the average frequency of truth within each cell (so \( f_{ij} \) is 1 or 0 depending upon whether that particular prediction was correct or not).

5 Results

For this study we tested five well-known machine learning algorithms, using the same datasets employed by Holte, 1993:

- **C4.5** [Quinlan, 1993]: This learns pruned classification trees; the leaves have associated probability distributions over classes.

- **MML classification trees** [Wallace and Patrick, 1993]: This uses MML (Minimum Message Length [Wallace and Boulton, 1968]) to learn classification trees, with probabilities.

- **MML classification graphs** [Oliver, 1993]: This uses MML to learn classification graphs, with branches that may split or join (making disjunctive concepts easier to learn); leaves have associated classification probabilities.

- **Holte's decision stumps** [Holte, 1993]: Robert Holte demonstrated that classification trees with only a single internal node (i.e., with classification based only on a single attribute) can achieve predictive accuracies comparable over many data sets to those of C4.5, which usually learns far more complex representations.

- **Naive Bayes**: Instead of splitting on a single attribute these simple models split on class membership, with the leaves representing the different available attributes. The models are “naive” because they assume that the attributes, given knowledge of class membership, are independent of each other. Observed attribute values are filled in and a simple Bayesian net propagation provides a posterior probability of class membership. We implemented the algorithm as described in Mitchell, 1997.

Each algorithm was applied to each dataset, with two-thirds of the data randomly allocated as training data and one-third for testing. Each such test was repeated 25 times to obtain the 95% confidence intervals shown in Tables 1, 2 and 3.

In assessing the information reward for each algorithm we require a probability associated with each predicted class. In the case of the MML algorithms, predicting probabilities is an integral aspect of their operation. For C4.5, leaf nodes have probabilities associated with classes internally (called “class weights”); we

\[ ^5 \text{In our experimental work below we divided the range of probabilities into cells so that each cell was guaranteed to contain at least 10 sample points and as few as possible above that number.} \]

\[ ^6 \text{This measure does not distinguish between over- and under-confidence, but can easily be adjusted to do so.} \]

\[ ^7 \text{Our results for Naive Bayes (Table 1) are comparable with other experimental reports (e.g., Domingos and Pazzani 1996).} \]
modified the source code to externalize those probabilities. For Naive Bayes and decision stumps, we used the frequency associated with the predicted class amongst training set items classified to the appropriate node. Since the information reward can penalize wrong predictions without limit — for example, probabilities of 0 and 1 correspond to offering infinite odds, and so when wrong are penalized infinitely — we applied a cutoff to extreme probability estimates supported by MML theory [Dowe, 2000], enforcing the range:

\[
\begin{align*}
\frac{(1/2)}{(n + 1)}, \quad \frac{(n + 1)}{(n + 1)}
\end{align*}
\]

where \( n \) is the sample size.

**Table 1.** Predictive accuracy results (± 1.96 standard deviations). Boldface indicates statistically significant differences for high results (relative to non-boldface results).

<table>
<thead>
<tr>
<th>Data set</th>
<th>C4.5</th>
<th>MML Tree</th>
<th>MML Graph</th>
<th>Naive Bayes</th>
<th>DStump</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
<td>0.700 ± 0.079</td>
<td>0.685 ± 0.085</td>
<td>0.698 ± 0.064</td>
<td>0.706 ± 0.062</td>
<td>0.682 ± 0.055</td>
</tr>
<tr>
<td>CH</td>
<td><strong>0.992 ± 0.007</strong></td>
<td><strong>0.989 ± 0.009</strong></td>
<td><strong>0.984 ± 0.014</strong></td>
<td>0.704 ± 0.062</td>
<td>0.676 ± 0.020</td>
</tr>
<tr>
<td>GL</td>
<td>0.663 ± 0.112</td>
<td>0.623 ± 0.142</td>
<td>0.607 ± 0.137</td>
<td>0.626 ± 0.098</td>
<td>0.558 ± 0.134</td>
</tr>
<tr>
<td>G2</td>
<td>0.772 ± 0.120</td>
<td>0.742 ± 0.094</td>
<td>0.737 ± 0.129</td>
<td>0.780 ± 0.139</td>
<td>0.711 ± 0.110</td>
</tr>
<tr>
<td>HD</td>
<td>0.759 ± 0.086</td>
<td>0.615 ± 0.083</td>
<td>0.628 ± 0.060</td>
<td>0.808 ± 0.084</td>
<td>0.732 ± 0.059</td>
</tr>
<tr>
<td>HE</td>
<td>0.802 ± 0.135</td>
<td>0.796 ± 0.072</td>
<td>0.782 ± 0.060</td>
<td>0.809 ± 0.097</td>
<td>0.812 ± 0.091</td>
</tr>
<tr>
<td>HO</td>
<td>0.858 ± 0.052</td>
<td>0.857 ± 0.064</td>
<td>0.853 ± 0.063</td>
<td>0.807 ± 0.070</td>
<td>0.817 ± 0.063</td>
</tr>
<tr>
<td>HY</td>
<td><strong>0.992 ± 0.006</strong></td>
<td><strong>0.993 ± 0.004</strong></td>
<td><strong>0.992 ± 0.005</strong></td>
<td>0.951 ± 0.007</td>
<td>0.972 ± 0.006</td>
</tr>
<tr>
<td>IR</td>
<td>0.935 ± 0.065</td>
<td>0.942 ± 0.049</td>
<td>0.943 ± 0.065</td>
<td>0.896 ± 0.089</td>
<td>0.875 ± 0.075</td>
</tr>
<tr>
<td>LA</td>
<td>0.773 ± 0.226</td>
<td>0.629 ± 0.170</td>
<td>0.663 ± 0.193</td>
<td>0.848 ± 0.150</td>
<td>0.796 ± 0.120</td>
</tr>
<tr>
<td>LY</td>
<td>0.781 ± 0.089</td>
<td>0.718 ± 0.137</td>
<td>0.691 ± 0.109</td>
<td>0.782 ± 0.119</td>
<td>0.733 ± 0.113</td>
</tr>
<tr>
<td>MU</td>
<td><strong>1.000 ± 0.000</strong></td>
<td><strong>1.000 ± 0.000</strong></td>
<td><strong>1.000 ± 0.000</strong></td>
<td>0.910 ± 0.010</td>
<td>0.986 ± 0.004</td>
</tr>
<tr>
<td>SE</td>
<td><strong>0.978 ± 0.007</strong></td>
<td><strong>0.978 ± 0.008</strong></td>
<td><strong>0.977 ± 0.009</strong></td>
<td>0.909 ± 0.014</td>
<td>0.902 ± 0.015</td>
</tr>
<tr>
<td>SO</td>
<td>0.975 ± 0.087</td>
<td>0.988 ± 0.050</td>
<td>0.975 ± 0.128</td>
<td>0.960 ± 0.212</td>
<td>0.777 ± 0.166</td>
</tr>
<tr>
<td>VO</td>
<td><strong>0.961 ± 0.030</strong></td>
<td><strong>0.954 ± 0.025</strong></td>
<td><strong>0.953 ± 0.036</strong></td>
<td>0.889 ± 0.037</td>
<td><strong>0.956 ± 0.022</strong></td>
</tr>
<tr>
<td>V1</td>
<td>0.890 ± 0.049</td>
<td>0.881 ± 0.040</td>
<td>0.871 ± 0.044</td>
<td>0.869 ± 0.052</td>
<td>0.874 ± 0.053</td>
</tr>
</tbody>
</table>

In general, information reward follows predictive accuracy fairly closely. Since information reward is a partial function of accuracy, this is unsurprising. But we would expect information reward to diverge significantly from the assessment of predictive accuracy when the calibration differs substantially between learners. And, in these results we see exactly that in a number of cases. For example, C4.5 performs well in predictive accuracy on the glass data (GL; Table1); however, its information reward for GL is clearly the worst (despite high variance; Table2), which is explained by its high miscalibration rating.

The pattern of correlations between the three variables is striking: predictive accuracy is fairly strongly negatively correlated with miscalibration (Table3); predictive accuracy is even more strongly positively correlated with information reward (Table4); and miscalibration is negatively correlated with information reward (Table5). This pattern is consistent with our interpretation above of information reward.
The results of testing information reward are unlikely to revolutionize data mining practice. However, they can tell an importantly different story from that of accuracy measures alone. For example, both Naive Bayes and decision stumps have received much publicity in recent years as techniques which are effective on many problems while being supremely simple. The results here show that they are both much more poorly calibrated than the more sophisticated methods they might replace and so that they are worse performers than many had thought.

### Table 2. Average information reward (± 1.96 standard deviations). Boldface indicates statistically significant differences for high results (relative to non-boldface results).

<table>
<thead>
<tr>
<th>Data set</th>
<th>C4.5</th>
<th>MML Tree</th>
<th>MML Graph</th>
<th>Naive Bayes</th>
<th>DStump</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
<td>0.016 ± 0.269</td>
<td>0.131 ± 0.173</td>
<td>0.157 ± 0.098</td>
<td>0.136 ± 0.194</td>
<td>0.095 ± 0.167</td>
</tr>
<tr>
<td>CH</td>
<td><strong>0.945 ± 0.051</strong></td>
<td><strong>0.930 ± 0.044</strong></td>
<td><strong>0.946 ± 0.035</strong></td>
<td>0.200 ± 0.036</td>
<td>0.097 ± 0.025</td>
</tr>
<tr>
<td>GL</td>
<td>−0.809 ± 0.859</td>
<td>0.034 ± 0.181</td>
<td>0.018 ± 0.174</td>
<td>0.147 ± 0.086</td>
<td>−0.058 ± 0.214</td>
</tr>
<tr>
<td>G2</td>
<td>−0.206 ± 0.827</td>
<td>0.096 ± 0.343</td>
<td>0.128 ± 0.261</td>
<td>0.321 ± 0.194</td>
<td>−0.095 ± 0.401</td>
</tr>
<tr>
<td>HD</td>
<td>−0.215 ± 0.457</td>
<td>0.059 ± 0.088</td>
<td>0.062 ± 0.077</td>
<td>0.409 ± 0.171</td>
<td>0.122 ± 0.127</td>
</tr>
<tr>
<td>HE</td>
<td>0.180 ± 0.452</td>
<td>0.307 ± 0.152</td>
<td>0.283 ± 0.184</td>
<td>0.297 ± 0.412</td>
<td>0.244 ± 0.341</td>
</tr>
<tr>
<td>HO</td>
<td>0.374 ± 0.209</td>
<td>0.403 ± 0.160</td>
<td>0.403 ± 0.134</td>
<td>0.325 ± 0.178</td>
<td>0.329 ± 0.151</td>
</tr>
<tr>
<td>HY</td>
<td><strong>0.933 ± 0.060</strong></td>
<td><strong>0.948 ± 0.027</strong></td>
<td><strong>0.942 ± 0.031</strong></td>
<td>0.526 ± 0.084</td>
<td><strong>0.890 ± 0.060</strong></td>
</tr>
<tr>
<td>IR</td>
<td>0.604 ± 0.443</td>
<td>0.678 ± 0.213</td>
<td>0.659 ± 0.352</td>
<td>0.378 ± 0.090</td>
<td>0.593 ± 0.165</td>
</tr>
<tr>
<td>LA</td>
<td>0.086 ± 0.543</td>
<td>0.020 ± 0.201</td>
<td>0.042 ± 0.157</td>
<td>0.591 ± 0.395</td>
<td>0.185 ± 0.569</td>
</tr>
<tr>
<td>LY</td>
<td>−0.047 ± 0.485</td>
<td>0.132 ± 0.188</td>
<td>0.092 ± 0.144</td>
<td>0.331 ± 0.229</td>
<td>0.230 ± 0.208</td>
</tr>
<tr>
<td>MU</td>
<td><strong>1.000 ± 0.000</strong></td>
<td><strong>1.000 ± 0.000</strong></td>
<td><strong>0.999 ± 0.011</strong></td>
<td>0.636 ± 0.038</td>
<td>0.908 ± 0.018</td>
</tr>
<tr>
<td>SE</td>
<td><strong>0.849 ± 0.051</strong></td>
<td><strong>0.874 ± 0.037</strong></td>
<td><strong>0.868 ± 0.031</strong></td>
<td>0.025 ± 0.174</td>
<td><strong>0.586 ± 0.237</strong></td>
</tr>
<tr>
<td>SO</td>
<td>0.828 ± 0.518</td>
<td>0.903 ± 0.299</td>
<td>0.865 ± 0.448</td>
<td>0.721 ± 0.315</td>
<td>0.496 ± 0.339</td>
</tr>
<tr>
<td>VO</td>
<td>0.809 ± 0.106</td>
<td>0.784 ± 0.097</td>
<td>0.766 ± 0.159</td>
<td>0.587 ± 0.136</td>
<td>0.764 ± 0.116</td>
</tr>
<tr>
<td>V1</td>
<td>0.528 ± 0.226</td>
<td>0.536 ± 0.134</td>
<td>0.530 ± 0.117</td>
<td>0.518 ± 0.173</td>
<td>0.459 ± 0.167</td>
</tr>
</tbody>
</table>

### Table 3. Miscalibration results (± 1.96 standard deviations). Boldface indicates statistically significant differences for high results (relative to non-boldface results).

<table>
<thead>
<tr>
<th>Data set</th>
<th>C4.5</th>
<th>MML Tree</th>
<th>MML Graph</th>
<th>Naive Bayes</th>
<th>DStump</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
<td>0.562 ± 0.277</td>
<td>0.516 ± 0.274</td>
<td>0.475 ± 0.232</td>
<td>0.571 ± 0.276</td>
<td><strong>1.176 ± 0.239</strong></td>
</tr>
<tr>
<td>CH</td>
<td>0.309 ± 0.215</td>
<td>0.383 ± 0.159</td>
<td>0.411 ± 0.299</td>
<td>2.155 ± 0.236</td>
<td><strong>4.925 ± 0.099</strong></td>
</tr>
<tr>
<td>GL</td>
<td>0.855 ± 0.281</td>
<td>0.472 ± 0.279</td>
<td>0.505 ± 0.302</td>
<td>0.437 ± 0.245</td>
<td>0.678 ± 0.284</td>
</tr>
<tr>
<td>G2</td>
<td>0.461 ± 0.299</td>
<td>0.363 ± 0.266</td>
<td>0.359 ± 0.311</td>
<td>0.312 ± 0.170</td>
<td>0.451 ± 0.248</td>
</tr>
<tr>
<td>HD</td>
<td>0.717 ± 0.326</td>
<td>0.549 ± 0.244</td>
<td>0.512 ± 0.206</td>
<td>0.412 ± 0.204</td>
<td>0.501 ± 0.176</td>
</tr>
<tr>
<td>HE</td>
<td>0.412 ± 0.258</td>
<td>0.290 ± 0.161</td>
<td>0.299 ± 0.156</td>
<td>0.471 ± 0.348</td>
<td>0.355 ± 0.204</td>
</tr>
<tr>
<td>HO</td>
<td>0.446 ± 0.149</td>
<td>0.432 ± 0.165</td>
<td>0.428 ± 0.207</td>
<td>0.462 ± 0.211</td>
<td>0.497 ± 0.133</td>
</tr>
<tr>
<td>HY</td>
<td>0.326 ± 0.244</td>
<td>0.301 ± 0.134</td>
<td>0.317 ± 0.119</td>
<td><strong>1.732 ± 0.266</strong></td>
<td>0.789 ± 0.271</td>
</tr>
<tr>
<td>IR</td>
<td>0.204 ± 0.184</td>
<td>0.192 ± 0.114</td>
<td>0.187 ± 0.140</td>
<td><strong>0.572 ± 0.190</strong></td>
<td><strong>0.531 ± 0.302</strong></td>
</tr>
<tr>
<td>LA</td>
<td>0.157 ± 0.159</td>
<td>0.093 ± 0.183</td>
<td>0.124 ± 0.166</td>
<td>0.155 ± 0.059</td>
<td>0.157 ± 0.111</td>
</tr>
<tr>
<td>LY</td>
<td>0.489 ± 0.219</td>
<td>0.392 ± 0.232</td>
<td>0.368 ± 0.183</td>
<td>0.329 ± 0.185</td>
<td>0.354 ± 0.167</td>
</tr>
<tr>
<td>MU</td>
<td>0.000 ± 0.000</td>
<td>0.002 ± 0.002</td>
<td>0.013 ± 0.116</td>
<td><strong>2.386 ± 0.312</strong></td>
<td>1.070 ± 0.223</td>
</tr>
<tr>
<td>SE</td>
<td>0.551 ± 0.165</td>
<td>0.528 ± 0.147</td>
<td>0.515 ± 0.190</td>
<td><strong>1.835 ± 0.252</strong></td>
<td><strong>1.881 ± 0.514</strong></td>
</tr>
<tr>
<td>SO</td>
<td>0.026 ± 0.089</td>
<td>0.016 ± 0.043</td>
<td>0.026 ± 0.103</td>
<td>0.181 ± 0.102</td>
<td>0.213 ± 0.089</td>
</tr>
<tr>
<td>VO</td>
<td>0.262 ± 0.177</td>
<td>0.284 ± 0.201</td>
<td>0.321 ± 0.165</td>
<td>0.507 ± 0.229</td>
<td>0.268 ± 0.118</td>
</tr>
<tr>
<td>V1</td>
<td>0.408 ± 0.227</td>
<td>0.448 ± 0.200</td>
<td>0.427 ± 0.185</td>
<td>0.515 ± 0.277</td>
<td>0.459 ± 0.199</td>
</tr>
</tbody>
</table>
Table 4. Correlations between information reward and predictive accuracy. (\textit{NaN} (not a number) occurs because one of the datasets for correlation consists entirely of 1's.)

<table>
<thead>
<tr>
<th>Data set</th>
<th>C4.5</th>
<th>MML Tree</th>
<th>MML Graph</th>
<th>Naive Bayes</th>
<th>DStump</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
<td>0.410</td>
<td>0.810</td>
<td>0.689</td>
<td>0.865</td>
<td>0.434</td>
</tr>
<tr>
<td>CH</td>
<td>0.902</td>
<td>0.834</td>
<td>0.703</td>
<td>0.960</td>
<td>0.930</td>
</tr>
<tr>
<td>GL</td>
<td>0.711</td>
<td>0.388</td>
<td>0.558</td>
<td>0.499</td>
<td>0.308</td>
</tr>
<tr>
<td>G2</td>
<td>0.823</td>
<td>0.594</td>
<td>0.868</td>
<td>0.960</td>
<td>0.477</td>
</tr>
<tr>
<td>HD</td>
<td>0.659</td>
<td>0.868</td>
<td>0.554</td>
<td>0.910</td>
<td>0.893</td>
</tr>
<tr>
<td>HE</td>
<td>0.879</td>
<td>0.605</td>
<td>0.689</td>
<td>0.901</td>
<td>0.648</td>
</tr>
<tr>
<td>HO</td>
<td>0.855</td>
<td>0.928</td>
<td>0.905</td>
<td>0.878</td>
<td>0.899</td>
</tr>
<tr>
<td>HY</td>
<td>0.939</td>
<td>0.867</td>
<td>0.872</td>
<td>0.988</td>
<td>0.638</td>
</tr>
<tr>
<td>IR</td>
<td>0.955</td>
<td>0.879</td>
<td>0.916</td>
<td>0.518</td>
<td>0.957</td>
</tr>
<tr>
<td>LA</td>
<td>0.725</td>
<td>0.928</td>
<td>0.833</td>
<td>0.880</td>
<td>0.538</td>
</tr>
<tr>
<td>LY</td>
<td>0.658</td>
<td>0.789</td>
<td>0.730</td>
<td>0.817</td>
<td>0.715</td>
</tr>
<tr>
<td>MU</td>
<td>NaN</td>
<td>NaN</td>
<td>1.000</td>
<td>0.881</td>
<td>0.998</td>
</tr>
<tr>
<td>SE</td>
<td>0.756</td>
<td>0.916</td>
<td>0.822</td>
<td>0.990</td>
<td>0.226</td>
</tr>
<tr>
<td>SO</td>
<td>1.000</td>
<td>1.000</td>
<td>0.948</td>
<td>0.937</td>
<td>0.803</td>
</tr>
<tr>
<td>VO</td>
<td>0.791</td>
<td>0.772</td>
<td>0.766</td>
<td>0.746</td>
<td>0.905</td>
</tr>
<tr>
<td>V1</td>
<td>0.814</td>
<td>0.603</td>
<td>0.708</td>
<td>0.895</td>
<td>0.787</td>
</tr>
</tbody>
</table>

Table 5. Correlations between information reward and miscalibration.

<table>
<thead>
<tr>
<th>Data set</th>
<th>C4.5</th>
<th>MML Tree</th>
<th>MML Graph</th>
<th>Naive Bayes</th>
<th>DStump</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
<td>-0.602</td>
<td>-0.664</td>
<td>-0.087</td>
<td>-0.762</td>
<td>0.231</td>
</tr>
<tr>
<td>CH</td>
<td>-0.800</td>
<td>-0.417</td>
<td>-0.701</td>
<td>0.405</td>
<td>-0.893</td>
</tr>
<tr>
<td>GL</td>
<td>-0.892</td>
<td>-0.788</td>
<td>-0.736</td>
<td>0.398</td>
<td>-0.492</td>
</tr>
<tr>
<td>G2</td>
<td>-0.932</td>
<td>-0.712</td>
<td>-0.734</td>
<td>-0.253</td>
<td>-0.610</td>
</tr>
<tr>
<td>HD</td>
<td>-0.827</td>
<td>-0.479</td>
<td>-0.152</td>
<td>-0.546</td>
<td>-0.261</td>
</tr>
<tr>
<td>HE</td>
<td>-0.725</td>
<td>-0.191</td>
<td>-0.266</td>
<td>-0.833</td>
<td>-0.646</td>
</tr>
<tr>
<td>HO</td>
<td>-0.487</td>
<td>-0.565</td>
<td>-0.520</td>
<td>-0.462</td>
<td>-0.384</td>
</tr>
<tr>
<td>HY</td>
<td>-0.855</td>
<td>-0.648</td>
<td>-0.394</td>
<td>-0.559</td>
<td>0.201</td>
</tr>
<tr>
<td>IR</td>
<td>-0.929</td>
<td>-0.634</td>
<td>-0.761</td>
<td>0.052</td>
<td>-0.988</td>
</tr>
<tr>
<td>LA</td>
<td>-0.750</td>
<td>-0.667</td>
<td>-0.198</td>
<td>-0.774</td>
<td>-0.468</td>
</tr>
<tr>
<td>LY</td>
<td>-0.746</td>
<td>-0.239</td>
<td>-0.285</td>
<td>-0.046</td>
<td>-0.244</td>
</tr>
<tr>
<td>MU</td>
<td>NaN</td>
<td>-0.639</td>
<td>-0.999</td>
<td>-0.755</td>
<td>-0.914</td>
</tr>
<tr>
<td>SE</td>
<td>-0.591</td>
<td>-0.631</td>
<td>-0.575</td>
<td>-0.781</td>
<td>0.638</td>
</tr>
<tr>
<td>SO</td>
<td>-1.000</td>
<td>-0.998</td>
<td>-0.957</td>
<td>-0.851</td>
<td>-0.702</td>
</tr>
<tr>
<td>VO</td>
<td>-0.631</td>
<td>-0.110</td>
<td>-0.447</td>
<td>-0.696</td>
<td>-0.347</td>
</tr>
<tr>
<td>V1</td>
<td>-0.616</td>
<td>-0.297</td>
<td>-0.567</td>
<td>-0.680</td>
<td>-0.635</td>
</tr>
</tbody>
</table>
Table 6. Correlations between predictive accuracy and miscalibration.

<table>
<thead>
<tr>
<th>Data set</th>
<th>C4.5</th>
<th>MML Tree</th>
<th>MML Graph</th>
<th>Naive Bayes</th>
<th>DStump</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
<td>0.606</td>
<td>-0.631</td>
<td>-0.326</td>
<td>-0.878</td>
<td>-0.330</td>
</tr>
<tr>
<td>CH</td>
<td>-0.940</td>
<td>-0.455</td>
<td>-0.752</td>
<td>0.491</td>
<td>-0.838</td>
</tr>
<tr>
<td>GL</td>
<td>-0.829</td>
<td>-0.588</td>
<td>-0.551</td>
<td>0.293</td>
<td>-0.035</td>
</tr>
<tr>
<td>G2</td>
<td>-0.838</td>
<td>-0.545</td>
<td>-0.562</td>
<td>-0.344</td>
<td>-0.692</td>
</tr>
<tr>
<td>HD</td>
<td>-0.834</td>
<td>-0.519</td>
<td>-0.344</td>
<td>-0.447</td>
<td>-0.269</td>
</tr>
<tr>
<td>HE</td>
<td>-0.710</td>
<td>0.412</td>
<td>0.016</td>
<td>-0.946</td>
<td>-0.647</td>
</tr>
<tr>
<td>HO</td>
<td>-0.235</td>
<td>-0.497</td>
<td>-0.499</td>
<td>-0.287</td>
<td>-0.228</td>
</tr>
<tr>
<td>HY</td>
<td>-0.805</td>
<td>-0.488</td>
<td>-0.495</td>
<td>-0.622</td>
<td>0.086</td>
</tr>
<tr>
<td>IR</td>
<td>-0.882</td>
<td>-0.400</td>
<td>-0.703</td>
<td>0.834</td>
<td>-0.955</td>
</tr>
<tr>
<td>LA</td>
<td>-0.797</td>
<td>-0.351</td>
<td>0.345</td>
<td>-0.817</td>
<td>-0.518</td>
</tr>
<tr>
<td>LY</td>
<td>-0.461</td>
<td>-0.127</td>
<td>-0.211</td>
<td>0.107</td>
<td>-0.102</td>
</tr>
<tr>
<td>MU</td>
<td>NaN</td>
<td>NaN</td>
<td>-1.000</td>
<td>-0.682</td>
<td>-0.911</td>
</tr>
<tr>
<td>SE</td>
<td>-0.642</td>
<td>-0.598</td>
<td>-0.741</td>
<td>-0.811</td>
<td>-0.005</td>
</tr>
<tr>
<td>SO</td>
<td>-1.000</td>
<td>-0.998</td>
<td>-0.999</td>
<td>-0.644</td>
<td>-0.815</td>
</tr>
<tr>
<td>VO</td>
<td>-0.807</td>
<td>0.419</td>
<td>-0.581</td>
<td>-0.656</td>
<td>-0.397</td>
</tr>
<tr>
<td>V1</td>
<td>-0.789</td>
<td>-0.350</td>
<td>-0.534</td>
<td>-0.866</td>
<td>-0.738</td>
</tr>
</tbody>
</table>

Table 7. Properties of the datasets employed.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Training set size</th>
<th>Test set size</th>
<th>Attributes</th>
<th>Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
<td>190</td>
<td>96</td>
<td>9</td>
<td>2</td>
</tr>
<tr>
<td>CH</td>
<td>2130</td>
<td>1066</td>
<td>36</td>
<td>2</td>
</tr>
<tr>
<td>GL</td>
<td>142</td>
<td>72</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>G2</td>
<td>108</td>
<td>55</td>
<td>9</td>
<td>2</td>
</tr>
<tr>
<td>HD</td>
<td>202</td>
<td>101</td>
<td>13</td>
<td>2</td>
</tr>
<tr>
<td>HE</td>
<td>103</td>
<td>52</td>
<td>19</td>
<td>2</td>
</tr>
<tr>
<td>HO</td>
<td>245</td>
<td>123</td>
<td>22</td>
<td>2</td>
</tr>
<tr>
<td>HY</td>
<td>2108</td>
<td>1055</td>
<td>25</td>
<td>2</td>
</tr>
<tr>
<td>IR</td>
<td>100</td>
<td>50</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>LA</td>
<td>38</td>
<td>19</td>
<td>16</td>
<td>2</td>
</tr>
<tr>
<td>LY</td>
<td>98</td>
<td>50</td>
<td>18</td>
<td>4</td>
</tr>
<tr>
<td>MU</td>
<td>5416</td>
<td>2708</td>
<td>22</td>
<td>2</td>
</tr>
<tr>
<td>SE</td>
<td>2108</td>
<td>1055</td>
<td>25</td>
<td>2</td>
</tr>
<tr>
<td>SO</td>
<td>31</td>
<td>16</td>
<td>35</td>
<td>4</td>
</tr>
<tr>
<td>VO</td>
<td>290</td>
<td>145</td>
<td>16</td>
<td>2</td>
</tr>
<tr>
<td>V1</td>
<td>290</td>
<td>145</td>
<td>15</td>
<td>2</td>
</tr>
</tbody>
</table>
6 Conclusion

Information reward provides an effective, general-purpose performance measure for machine learning algorithms. It combines measures of domain understanding and calibration, and it provides means for these two to be analyzed separately and together. In future work we will compare information reward with ROC and lift curves, which provide another popular evaluation method. We will also look at using feedback on calibration (over- and under-confidence) to improve performance in incremental learning tasks.

Acknowledgement. We acknowledge the Monash Data Mining Centre for assisting with the experimental work reported here. Thanks to Richard McConachy for useful comments.

References


An Evolutionary Algorithm for Cost-Sensitive Decision Rule Learning

Wojciech Kwedlo and Marek Krętowski
Institute of Computer Science, Technical University of Białystok
Wiejska 45a, 15-351 Białystok, Poland
e-mail: {wkwedlo, mkret}@ii.pb.bialystok.pl
http://aragorn.pb.bialystok.pl/~{wkwedlo, mkret}

Abstract. Most of classification learning methods aim at the reduction of the number of errors. However, in many real-life applications it is misclassification cost, which should be minimized. In the paper we propose a new method for cost-sensitive learning of decision rules from datasets. Our approach consists in modifying the existing system EDRL-MD (Evolutionary Decision Rule Learner with Multivariate Discretization). EDRL-MD learns decision rules using an evolutionary algorithm (EA). We propose a new fitness function, which allows the algorithm to minimize misclassification cost rather than the number of classification errors. The remaining components of EA i.e., the representation of solutions and the genetic search operators are not changed. The performance of our method is compared to that of C5.0 learning system. The results show, that the modified EDRL-MD is able to effectively process datasets with non-equal error costs.

1 Introduction

Classification is one of the most important tasks in machine learning and data mining. There exist many effective methods for building classifiers [16], but in most cases the goal is to minimize the number of prediction errors. However, in many practical applications the assumption that all errors are equally important is invalid. For example, in medical domain misclassifying an ill patient as a healthy one is usually much more harmful than treating a healthy patient as an ill one and sending him for additional examinations. In database marketing the cost of mailing to a non-respondent is very small, but the cost of not mailing to someone who would respond is the entire profit lost [6].

In the paper a new approach based on the existing system EDRL-MD [12] (EDRL-MD, for Evolutionary Decision Rule Learner with Multivariate Discretization) is proposed. The system learns decision rules using an evolutionary algorithm (EA). EAs are stochastic techniques, which have been inspired by the process of biological evolution. Their advantage over greedy search methods is the ability to avoid local optima.

The main novelty of EDRL-MD lies in dealing with continuous-valued attributes. Most of decision rule systems employ univariate discretization methods, which search for threshold values for only one attribute at the same time. In
contrast to them, EDRL-MD learns rules simultaneously searching for threshold values for all continuous-valued attributes. This approach is called multi-variate discretization.

The goal of the original EDRL-MD is to minimize the number of classification errors. In order to enable our system to minimize misclassification cost we modified the fitness function, which is optimized by the evolutionary search process.

Several EA-based systems, which learn decision rules in either propositional (e.g., GABIL \[5\], GIL \[10\], EDRL \[13\]) or first order form (e.g., REGAL \[9\]) were proposed. According to our knowledge, they are unable to process continuous-valued features directly and they cannot minimize misclassification costs.

The remainder of the paper is organized as follows. The next section briefly discusses the related research on cost-sensitive learning. Section 3 contains a short presentation of EDRL-MD. Section 4 describes the modifications of the fitness function, which enable the learning system to minimize misclassification cost. In Section 5 an experimental evaluation on several real-life datasets and a short discussion of the results are presented. The last section contains our conclusions and the directions of the future work.

2 Related Work on Cost-Sensitive Learning

The process of inductive learning may involve different costs e.g., costs of tests (features), costs of cases, costs of errors. In the literature the latter kind of costs is the most commonly discussed one.

Several attempts to incorporate misclassification costs into decision tree or decision rule learning were made so far. The first approach was introduced by Breiman et al. \[3\] in CART decision tree learning system. Their method consists in modification of the class prior probabilities used in the splitting criterion. The cost-based measure is also used for tree pruning.

In a simpler approach (e.g., \[2\], \[11\]) error costs are taken into consideration during the pruning phase, but not during the induction phase. In such case the pruning procedure has a limited capability to change the structure of the classifier obtained by the error-based learning. Consequently, ignoring the misclassification cost at the first phase is the main drawback of this approach.

Pazzani et al. \[17\] introduced three cost-sensitive algorithms for decision list induction. Their method was applied to a real telephone network troubleshooting problem.

Ting \[19\] proposed a modified version of C4.5 using instance-weighting for induction of cost-sensitive decision trees. This approach requires the conversion of the cost matrix into the cost vector, which may result in poor performance in multi-class problems.

In \[6\] Domingos presented a method for making an arbitrary classifier cost-sensitive by wrapping a cost-minimizing procedure around it. However his approach may be computationally inefficient because it requires many runs of the basic learning algorithm.
As for applications of EAs to cost-sensitive learning, Turney [20] described a system called ICET, which learns decision trees taking into account both feature costs and misclassification costs. In his approach a genetic algorithm is used to evolve a population of biases for the induction algorithm (a modified C4.5).

3 Learning Decision Rules with EDRL-MD

In this section we briefly present the main topics (i.e., representation of solutions and genetic search operators) of the learning system EDRL-MD. More detailed description can be found in [12].

We assume that a learning set \( E = \{e_1, e_2, \ldots, e_M\} \) consists of \( M \) examples. Each example \( e \in E \) is described by \( N \) attributes (features) \( A_1, A_2, \ldots, A_N \) and labeled by a class \( c(e) \in C \). The domain of a nominal (discrete-valued) attribute \( A_i \) is a finite set \( V(A_i) \), while the domain of a continuous-valued attribute \( A_j \) is an interval \( V(A_j) = [l_j, u_j] \). For each class \( c_k \in C \) by \( E^+(c_k) = \{e \in E : c(e) = c_k\} \) we denote the set of positive examples and by \( E^-(c_k) = E - E^+(c_k) \) the set of negative examples. A decision rule \( R \) takes the form \( \text{IF } t_1 \land t_2 \land \ldots \land t_r \text{ THEN } c_k, \) where \( c_k \in C \) and the left-hand side (LHS) is a conjunction of \( r (r \leq N) \) conditions \( t_1, t_2, \ldots, t_r \); each of them concerns one attribute. The right-hand side (RHS) of the rule determines class membership of an example. A ruleset \( RS \) is a disjunctive set of decision rules with the same RHS. By \( c_{RS} \in C \) we denote the class on the right-hand side of the ruleset \( RS \).

In our approach the EA is called once for each class \( c_k \in C \) to find the ruleset separating the set of positive examples \( E^+(c_k) \) from the set of negative examples \( E^-(c_k) \). The search criterion, in terminology of EAs called the fitness function prefers rulesets consisting of few conditions, which cover many positive examples and very few negative ones. Detailed description of the fitness functions used for error reduction and misclassification cost reduction is presented in Section 4.

3.1 Representation

The EA processes a population of candidate solutions to a search problem called chromosomes. In our case a single chromosome encodes a ruleset \( RS \). Since

\[
\begin{align*}
\text{continuous-valued } A_i & \quad \text{nominal } A_j \\
\ldots & \quad l_j \quad u_j \quad \ldots \\
\text{lower threshold} & \quad \text{upper threshold} \\
\text{binary flags} & \quad f_j^1 \quad f_j^2 \quad \ldots \quad f_j^k \\
\end{align*}
\]

Fig. 1. The string encoding the LHS of a decision rule \((k_j = |V(A_j)|)\). The chromosome representing the ruleset is the concatenation of strings. The number of strings in a chromosome can be adjusted by some search operators.
the number of rules in the optimal ruleset for a given class is not known, we use variable-length chromosomes and provide the search operators, which change the number of rules. The chromosome representing the ruleset is a concatenation of strings. Each fixed-length string represents the LHS of one decision rule. Because the EA is called to find a ruleset for the given class $c_{RS}$ there is no need for encoding the RHS.

The string is composed (Fig. 1) of $N$ substrings. Each substring encodes a condition related to one attribute. The LHS is the conjunction of these conditions. In case of a continuous-valued attribute $A_i$ the substring encodes the lower $l_i$ and the upper $u_i$ threshold of the condition $l_i < A_i \leq u_i$. It is possible that $l_i = -\infty$ or $u_i = +\infty$.

Both $l_i$ and $u_i$ are selected from the finite set of all boundary thresholds. A boundary threshold for the attribute $A_i$ is defined (Fig. 2) as a midpoint between such a successive pair of examples in the sequence sorted by the increasing value of $A_i$, that one of the examples is positive and the other is negative. Evaluating only the boundary thresholds is sufficient [7] for finding the maximum of two fitness functions (1) and (4) discussed in the paper.

![Fig. 2.](image)

Fig. 2. An example illustrating the notion of boundary threshold. The boundary thresholds $th_{1i}^k, \ldots, th_{ki}^k, \ldots, th_{ni}^{NT_i}$ for the continuous-valued attribute $A_i$ are placed between groups of negative (●) and positive (□) examples.

For a nominal attribute $A_j$ the substring consists of binary flags. Each of the flags corresponds to one value of the attribute.

Note that it is possible that a condition related to an attribute is not present on the LHS. For a continuous-valued attribute $A_i$ it can be achieved by setting both $l_i = -\infty$ and $u_i = +\infty$. For a nominal $A_j$ it is necessary to set all the flags $f_{j1}, f_{j2}, \ldots, f_{j|V(A_j)|}$.

Figure 3 shows an example chromosome for a dataset with two numerical attributes: Salary and Amount, and one nominal attribute Purpose. It is assumed that the EA is searching for the optimal ruleset for the class Accept.

3.2 Genetic Operators

Our system employs six search operators. Four of them: changing condition, positive example insertion, negative example removal, rule drop are applied to a single ruleset $RS$ (represented by a chromosome). The other two: crossover and rule copy require two arguments $RS_1$ and $RS_2$. 
Fig. 3. Representation of rulesets: (a) an example chromosome consisting of three strings, (b) the corresponding ruleset.

A similar approach was proposed by Janikow. His GIL system [11] conducts the search for rulesets using 14 operators. However, GIL is not able to handle continuous-valued attributes directly, since it represents a condition as a sequence of binary flags corresponding to the values of an attribute (we use the same representation for nominal attributes).

The changing condition is a mutation-like operator, which alters a single condition related to an attribute $A_i$. If $A_i$ is nominal, a flag randomly chosen from $f_{i1}^1, f_{i2}^2, \ldots, f_{iV(A_i)}^i$ is flipped. For a continuous-valued attribute a threshold ($l_i$ or $u_i$) is replaced by a random boundary threshold.

The positive example insertion operator modifies a single decision rule $R$ in the ruleset $RS$ to allow it to cover a new random positive example $e^+ \in E^+(c_{RS})$, currently uncovered by $R$. All conditions in the rule, which conflict with $e^+$ have to be altered. In case of a condition related to a nominal attribute $A_i$ the flag, which corresponds to $A_i(e^+)$, is set. If $A_i$ is a continuous-valued attribute then the condition $l_i < A_i \leq u_i$ is narrowed down either to $\hat{l}_i < A_i \leq u_i$ or to $l_i < A_i \leq \hat{u}_i$, where $\hat{l}_i$ is the smallest boundary threshold such that $A_i(e^+)$ and $\hat{u}_i$ is the largest boundary threshold such that $\hat{l}_i < A_i(e^+)$. The case when $A_i(e^+) \leq l_i$ is handled in a similar way.

The negative example removal operator alters a single rule $R$ from the ruleset $RS$. It selects at random a negative example $e^-$ from the set of all the negative examples covered by R. Then it alters a random condition in $R$ in such a way, that the modified rule does not cover $e^-$. If the chosen condition concerns a nominal attribute $A_i$ the flag which corresponds to $A_i(e^-)$ is cleared. If $A_i$ is a continuous-valued attribute then the condition $l_i < A_i \leq u_i$ is narrowed down either to $\hat{l}_i < A_i \leq u_i$ or to $\hat{l}_i < A_i \leq \hat{u}_i$, where $\hat{l}_i$ is the smallest boundary threshold such that $A_i(e^-) \leq \hat{l}_i$ and $\hat{u}_i$ is the largest boundary threshold such that $\hat{l}_i < A_i(e^-)$.

Rule drop and rule copy operators were used previously by Janikow. They are the only ones capable of changing the number of rules in a ruleset. The single
argument rule drop removes a random rule from a ruleset \( RS \). The two argument rule copy adds to one of its arguments \( RS_1 \), a copy of a rule selected at random from \( RS_2 \), provided that the number of rules in \( RS_1 \) is lower than \( max_R \). \( max_R \) is a user-supplied parameter, which limits the maximal number of rules in the ruleset.

The crossover operator selects at random two rules \( R_1 \) and \( R_2 \) from the respective arguments \( RS_1 \) and \( RS_2 \). Then it applies an uniform crossover \([15]\) to the strings representing \( R_1 \) and \( R_2 \).

4 Adaptation to Cost-Sensitive Learning

To convert EDRL-MD for cost-sensitive learning we modified the fitness function used to guide the search process. We start this section with the presentation of the fitness function used when the goal of learning is the reduction of the number of errors \([12]\). Then we describe the changes which allow the EA to minimize the expected misclassification cost rather than the error rate. We also present the cost-sensitive methods for resolving conflicts between rules and for choosing a default class.

We define \( E_{RS} \) as the set of examples covered by ruleset \( RS \). The class on the right-hand side of \( RS \) is denoted by \( c_{RS} \). Then \( E_{RS}^+ = E_{RS} \cap E^+(c_{RS}) \) is the set of positive examples correctly classified by \( RS \) and \( E_{RS}^- = E_{RS} \cap E^-(c_{RS}) \) denotes the set of negative examples covered by the ruleset. The total number of positive and negative cases in the learning set are denoted by \( POS = |E^+(c_{RS})| \) and \( NEG = |E^-(c_{RS})| = M - POS \) respectively. The ruleset \( RS \) correctly classifies \( pos = |E_{RS}^+| \) positive examples and \( NEG - neg \) negative ones, where \( neg = |E_{RS}^-| \).

4.1 The Fitness for Error Reduction

In the case of the error-based classification (i.e., with equal misclassification costs) EDRL-MD employs the fitness function \( f_{\text{error}} \) given by:

\[
 f_{\text{error}}(RS) = \frac{Pr(RS)}{Compl(RS)},
\]  

where \( Pr(RS) \) is the probability of classifying correctly an example from the learning set by the ruleset \( RS \) and \( Compl(RS) \) is the complexity of the ruleset. We are interested in maximizing the probability and minimizing the complexity (to obtain the compact ruleset and to avoid overfitting). \( Pr(RS) \) and \( Compl(RS) \) are given respectively by:

\[
 Pr(RS) = \frac{pos + NEG - neg}{POS + NEG},
\]  

and

\[
 Compl(RS) = (L/N + 1)^\alpha,
\]  

where \( L \) is the total number of conditions in the ruleset, \( N \) is the number of attributes and \( \alpha \) is an user supplied parameter (typically \( \alpha \in [0.1 \ldots 0.001] \)).
4.2 The Fitness for Misclassification Cost Reduction

Let \( \text{Cost}(c_i, c_j) \) be the cost of misclassifying an object from the class \( c_j \) as belonging to class \( c_i \). We assume the costs for correct decisions are equal zero i.e., \( \text{Cost}(c_i, c_i) = 0 \) for all \( c_i \).

To adapt the fitness function \( \text{Pr}(RS) \) to the cost-sensitive classification we have to change only \( \text{Pr}(RS) \), because the complexity term is independent of costs. We replace \( \text{Pr}(RS) \) by the cost-sensitive \( \text{Pr}_{\text{cost}}(RS) \). The new fitness \( f_{\text{cost}} \) is defined as follows:

\[
f_{\text{cost}}(RS) = \frac{\text{Pr}_{\text{cost}}(RS)}{\text{Compl}(RS)}. \tag{4}
\]

Classification errors made by the ruleset \( RS \) can be divided into two groups: the errors caused by covering a negative example and the errors caused by leaving a positive example not covered. The cost of the former group of errors is denoted by \( NC(RS) \) (Negative examples misclassification Cost) defined as:

\[
NC(RS) = \sum_{e \in E_{RS}^-} \text{Cost}(c_{RS}, c(e)). \tag{5}
\]

The latter case, when positive examples are not covered by the ruleset is more complicated. Because the EA is called to find the ruleset for one class \( c_{RS} \) we cannot figure out to which class a positive example not covered by \( RS \) will be classified. This information is available after \( |C| \) runs of the EA, when the complete classifier i.e., disjunction of \( |C| \) rulesets is learned. Since we do not know the exact cost of a single misclassified (not covered) positive example, we use an approximate measure called \( \text{AvgPC}(c_{RS}) \) (Average Positive example misclassification Cost):

\[
\text{AvgPC}(c_{RS}) = \sum_{c_i \neq c_{RS}} \frac{|E^+(c_i)|}{|E^-(c_{RS})|} \times \text{Cost}(c_i, c_{RS}). \tag{6}
\]

The cost of all misclassified (not covered) positive examples \( PC(RS) \) (Positive examples misclassification Cost) is given by:

\[
PC(RS) = (POS - pos) \times \text{AvgPC}(c_{RS}). \tag{7}
\]

Finally, we define the cost-sensitive replacement for \( \text{Pr}(RS) \) as:

\[
\text{Pr}_{\text{cost}}(RS) = \frac{\text{Max}NC(c_{RS}) + \text{Max}PC(c_{RS}) - NC(RS) - PC(RS)}{\text{Max}NC(c_{RS}) + \text{Max}PC(c_{RS})}, \tag{8}
\]

where \( \text{Max}NC(c_{RS}) \) and \( \text{Max}PC(c_{RS}) \) are maximal possible values for \( NC(RS) \) and \( PC(RS) \) respectively. We can observe \( \text{Max}NC(c_{RS}) \) when the ruleset covers all the negative examples:

\[
\text{Max}NC(c_{RS}) = \sum_{c_i \neq c_{RS}} |E^+(c_i)| \times \text{Cost}(c_{RS}, c_i), \tag{9}
\]

and \( \text{Max}PC(c_{RS}) \) when none of the positive examples is covered by the ruleset:
Because $\text{MaxNC}(c_{RS})$ and $\text{MaxPC}(c_{RS})$ do not depend on the left-hand side of the ruleset $RS$, through the maximization of $\text{Pr}_{\text{cost}}(RS)$ we minimize the total misclassification cost ($\text{NC}(RS) + \text{PC}(RS)$).

$\text{Pr}_{\text{cost}}(RS)$ has the following properties: $0 \leq \text{Pr}_{\text{cost}}(RS) \leq 1$, $\text{Pr}_{\text{cost}}(RS) = 1$ iff the ruleset covers all positive examples ($\text{pos} = \text{POS}$) and no negative ones ($\text{neg} = 0$), $\text{Pr}_{\text{cost}}(RS) = 0$ iff the ruleset covers all the negative examples ($\text{neg} = \text{NEG}$) and no positive ones ($\text{pos} = 0$). The above properties hold also for $\text{Pr}(RS)$. Furthermore one can show, that if the costs of classification errors are equal then $\text{Pr}_{\text{cost}}(RS) = \text{Pr}(RS)$. It means that $\text{Pr}$ is a special case of $\text{Pr}_{\text{cost}}$ when the goal is to minimize the number of errors rather than the cost.

4.3 Conflict Resolution and Default Class

Contrary to decision trees, the prediction obtained by a set of decision rules can be ambiguous. Such a situation arises when either at least two rules predicting different classes cover an example or none of rules covers an example.

In the former case the classifier has to resolve a conflict between rules. The most common approach to conflict resolution is based on assessment of rule quality [4]. The rule with the highest quality among the conflicting rules is chosen as the 'winner' and the class on the RHS of this rule becomes the final decision of the classifier.

A similar approach was adopted in EDRL-MD. The conflicting rules are ranked according to average conflict cost ($\text{ACC}$), which is given by:

$$\text{ACC}(R) = \frac{1}{|E_{CL}^R|} \cdot \sum_{e \in E_{CL}^R} \text{Cost}(c_R, c(e)), \quad (11)$$

where $c_R$ denotes the class on the RHS of the rule $R$. It is assumed that each example from the set $E_{CL}^R \subseteq E$ causes a conflict involving the rule $R$. The rule, which offers the lowest $\text{ACC}$ is chosen as the winner.

If an example is not covered by any rule it is classified into a default class. To select the default we consider the training examples not covered by any rule. The class, which minimizes the total misclassification cost of these examples is chosen as the default.

5 Experimental Evaluation

In this section experimental results are presented. We have tested our method on ten datasets from UCI repository [1]. The description of the datasets is shown in Table 1. We compared EDRL-MD to C4.5 [18] and its newer, unpublished version C5.0[1]. Contrary to its predecessor C5.0 is capable of taking misclassification costs into consideration. In all the experiments EDRL-MD was using the fitness function [1].

[1] Both C4.5 and C5.0 generate rules by converting a decision tree.
Table 1. The datasets used in the experiments

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Size</th>
<th>No. of attributes (Numeric/Nominal)</th>
<th>No. of classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>german credit</td>
<td>1000</td>
<td>7/13</td>
<td>2</td>
</tr>
<tr>
<td>heart disease</td>
<td>270</td>
<td>7/6</td>
<td>2</td>
</tr>
<tr>
<td>cmc</td>
<td>1473</td>
<td>2/7</td>
<td>3</td>
</tr>
<tr>
<td>housing</td>
<td>506</td>
<td>12/1</td>
<td>3</td>
</tr>
<tr>
<td>breast wisconsin</td>
<td>683</td>
<td>9/0</td>
<td>2</td>
</tr>
<tr>
<td>page blocks</td>
<td>5473</td>
<td>10/0</td>
<td>5</td>
</tr>
<tr>
<td>pima</td>
<td>532</td>
<td>7/0</td>
<td>2</td>
</tr>
<tr>
<td>bupa</td>
<td>345</td>
<td>6/0</td>
<td>2</td>
</tr>
<tr>
<td>vehicle</td>
<td>846</td>
<td>18/0</td>
<td>4</td>
</tr>
<tr>
<td>crx</td>
<td>690</td>
<td>6/9</td>
<td>2</td>
</tr>
</tbody>
</table>

5.1 Experimental Methodology

Unfortunately, publicly available datasets with known misclassification costs are rare. In the UCI repository only two such datasets (german credit and heart disease) are provided. These datasets were previously the subject of the cost-sensitive classification experiments in the EU StatLog project [16]. In our experiments the expected misclassification cost and the error rate were estimated by running ten times complete ten-fold crossvalidation. The results are shown in the Table 2.

Table 2. Misclassification cost and error rate for datasets with known cost matrices. Averages and standard deviations are given. The best results for each dataset are shown in bold.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Misclassification cost</th>
<th>Error rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C4.5</td>
<td>C5.0</td>
</tr>
<tr>
<td>german credit</td>
<td>960 ± .05</td>
<td>.656 ± .02</td>
</tr>
<tr>
<td>heart disease</td>
<td>.662 ± .05</td>
<td>.476 ± .04</td>
</tr>
</tbody>
</table>

For the remaining datasets, for which cost matrices are not available, we used a different experimental setup. The results presented in Table 3 are averaged over ten runs of ten-fold crossvalidation. In each run a cost matrix was generated randomly. The off-diagonal elements of the cost matrix were drawn from the uniform distribution over the range [0, 10]. The diagonal elements were always zero. For each single crossvalidation run the same random cost matrix was used for all three tested algorithms. For this experiment the standard deviations are not reported because they would incorporate the difference between cost matrices used in different crossvalidation runs.

Similar procedures for generating cost matrices were used in [19] and [14].
Table 3. Average misclassification cost and error rate for datasets with cost matrices generated randomly. The best results for each dataset are shown in bold.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Misclassification cost</th>
<th>Error rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C4.5</td>
<td>C5.0</td>
</tr>
<tr>
<td>cmc</td>
<td>1.98</td>
<td>1.67</td>
</tr>
<tr>
<td>housing</td>
<td>1.08</td>
<td>1.00</td>
</tr>
<tr>
<td>page blocks</td>
<td>.140</td>
<td>.135</td>
</tr>
<tr>
<td>pima</td>
<td>1.22</td>
<td>1.00</td>
</tr>
<tr>
<td>bupa</td>
<td>1.65</td>
<td>1.44</td>
</tr>
<tr>
<td>vehicle</td>
<td>1.20</td>
<td>1.13</td>
</tr>
<tr>
<td>crx</td>
<td>.758</td>
<td>.623</td>
</tr>
</tbody>
</table>

5.2 Discussion of the Results

The results confirm that an algorithm (in our case C4.5), which optimizes the error rate cannot be applied to datasets with non-equal misclassification costs. For all datasets, except breast wisconsin C4.5 obtained the highest misclassification cost. As for two cost-sensitive algorithms, EDRL-MD outperformed C5.0 for eight datasets although for four datasets the difference was marginal (less than 10%). C5.0 achieved slightly better results only for two datasets.

C4.5 achieved lower error rates than its cost-sensitive competitors. One could expect such results since error rate and misclassification cost cannot be optimized at the same time.

It should be noted that EDRL-MD requires significantly more processing time than the other algorithms. Nevertheless the learning time required by our system is acceptable. For instance EDRL-MD needs 51 seconds of CPU time on a PC workstation (PIII 700 MHz) to learn decision rules for the largest of datasets (page blocks) whereas C5.0 needs about 1 s.

6 Conclusions and Future Work

In this paper we presented the method of incorporation of misclassification costs into the decision rule learning system EDRL-MD. Contrary to some approaches based on the cost-sensitive pruning our method takes the error costs into account during the inductive search. The results are promising, especially when compared with the results obtained by the cost-sensitive learning system C5.0.

Several directions of the future research exist. One of them is an extension of our cost model. For instance, it would be relatively easy to add costs of features (tests) to the fitness function. Moreover in some applications e.g., fraud detection cost of an error depends on the amount of money involved in the given example. Our approach could be extended to cover such situations as well. In this case instead of using a single cost matrix for the whole dataset the algorithm should associate a cost vector with each single observation and employ a modified fitness function.
Since in many practical applications of classification one has to deal with increasingly large databases, the computational complexity of learning methods becomes important. As for evolutionary algorithms, it is the well known fact [9], that their efficiency can be significantly improved by implementation in a distributed environment (e.g., cluster of workstations). Currently we are developing such a solution for EDRL-MD.
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Abstract. This paper describes an approach to handle multivariate training data which contain outliers. The aim is to analyze the training patterns and to detect anomalous patterns. Therefore we explicitly model the existence of outliers in the training data using a widespread outlier distribution. Indicator variables assign each pattern to either the outlier distribution or the distribution of normal patterns. Thus we can estimate the data distribution using the EM-algorithm or Data Augmentation. We present the general approach as well as a concrete realization where we use Gaussian mixture models to describe the patterns’ distribution. Experimental results show the applicability of this approach for practical studies.

1 Introduction

Novelty detection is concerned with the identification of anomalous patterns in data sets. These patterns are often faulty values generated by flaws in data ascertainment. Possible reasons are faulty measurement instruments or mistakes when feeding the computer with data, among others.

Furthermore outlying patterns may influence the analysis of data a lot. Standard approaches for regression analysis like the least sum of squares approach or for density estimation like the method of moments suffer a lot from their sensitivity to outliers. Even an outlier rate fewer than one per cent may corrupt the result of such a statistical analysis. Some examples illustrating this problem are given in [11]. Therefore it is necessary to detect outlying patterns and to eliminate them from the training data.

Several approaches have been proposed to tackle the task of novelty detection. Almost all approaches are based on the idea to learn a model of the data distribution and afterwards classify the patterns according to a density level. Two types of approaches can be distinguished: a) approaches working only with outlier-free training sets which are designed to find outliers in test data and b) approaches working on training data with a known number of outliers. The models which are used for data description are Gaussian mixture models (GMMs) [10,9], auto-associating neural networks [6,15], self organizing maps [16,8] and a class of sets based on support vector representation [12,2], among others.
In this paper we want to extend the approach based on GMMs for the use of training data which contain outliers themselves. Up to now GMMs were only used to estimate the density of a data distribution from outlier-free training data. Afterwards these estimates can be used to find anomalous patterns in other data sets which are taken from the same distribution but which contain supplementary outliers. Our approach is more robust against outliers so that it tolerates even a small amount of outliers in the training data. To calibrate the algorithm we need to have either classified validation patterns or a rough knowledge of the outlier proportion in the training data. But in contrast to the above mentioned approaches we do not need to know the exact number of outliers.

2 Key Idea

We start from the presumption that the training data contain a small amount of outliers. Thus we can model the pattern distribution as the composition of a) a big percentage of normal patterns and b) a small proportion of corrupted patterns. If we denote the proportion of anomalous patterns with $\lambda$, the distribution of normal patterns with $P_N$ and the distribution of outliers with $P_O$ we can describe the distribution of the whole training set by:

$$P(x) = (1 - \lambda) \cdot P_N(x) + \lambda \cdot P_O(x)$$  \hspace{1cm} (1)

$\lambda$ can be interpreted as the prior probability for outlying patterns. The modeling described in (1) is called the “mixture alternative” in [1].

The learning task can now be split up into three steps:

1. estimate $P(x)$ from the given training set
2. decompose $P(x)$ into $P_N(x)$ and $P_O(x)$
3. decide whether $x$ is an outlier given the probabilities $P_N(x)$, $P_O(x)$ and the prior probability $\lambda$

The second step is a delicate task since there are many possibilities to decompose $P(x)$ into two parts. Additionally we neither know which training patterns are outlying nor the exact number of anomalous patterns. If we assume an outlier percentage of $\leq 1\%$ and a number of training patterns $\leq 1000$ the number of outliers is anyway too small to estimate the distribution $P_O(x)$ reliably. Therefore we cannot perform the second step directly.

Instead we assume that we know the outliers’ distribution $P_O$ and the outlier proportion $\lambda$ or at least have a rough idea which we can use as an approximation for $P_O$ and $\lambda$. We focus on the special problem of determining appropriate $P_O$ and $\lambda$ in sect. 5. Then we can derive the distribution of normal patterns from (1):

$$P_N(x) = \frac{1}{1 - \lambda} P(x) - \frac{\lambda}{1 - \lambda} \cdot P_O(x)$$  \hspace{1cm} (2)

1 We use the term “normal pattern” as complement to “outlier” or “anomalous pattern”, not in the sense of a pattern derived from a Gaussian distribution.
The second step is now to estimate $P_N(x)$ from the training patterns. The rough knowledge of $P_O(x)$ and $\lambda$ will help to restrain the outliers’ influence on the estimation of $P_N(x)$. Thus we can work with training data which contain anomalous patterns.

If we would omit to consider the outlier distribution $P_O(x)$ and try to estimate $P_N(x)$ directly from the training patterns we would actually learn $P(x)$ which can be substantially different from $P_N(x)$. In particular $P(x)$ will be much more widespread than $P_N(x)$. If we assume the patterns to be distributed according to a parameterized model, e.g. a Gaussian distribution, the estimated parameters will be corrupted by the outliers, e.g. the variances of the Gaussian will be too large. Thus the explicit modeling of an outlier distribution $P_O$ preserves the estimate from being corrupted by outliers.

The third step of classifying patterns according to $P_N(x)$, $P_O(x)$ and $\lambda$ is an application of the Bayesian classification approach. $\lambda$ is the prior probability for outliers, $P_O(x)$ and $P_N(x)$ are the distributions for anomalous and normal patterns, respectively. Thus a new pattern $x$ is classified as outlier if the probability of belonging to the set of outliers is larger than the probability of being a normal pattern, i.e. equation (3) holds:

$$x \text{ is classified as outlier if and only if } \lambda \cdot P_O(x) > (1 - \lambda) \cdot P_N(x) \quad (3)$$

### 3 Implementation of the Outlier Detection Approach

So far we have described the general approach. Now we want to show how to estimate the probability distribution $P_N(x)$. In this paper we want to concentrate on the use of parameterized models. Thus the estimation of $P_N(x)$ becomes the determination of a distribution’s parameters. Firstly we want to show how to use an arbitrary parameterized distribution for $P_N(x)$ and afterwards we will describe the case of Gaussian mixture models as a special choice.

Now we assume that the distribution $P_N$ is parameterized by a parameter vector $\theta$ which we want to estimate from the given training patterns $x_1, \ldots, x_n$. Unfortunately we do not know which patterns are normal and which are anomalous. Therefore we introduce an indicator variable $z_i$ for every training pattern $x_i$ which is either one if $x_i$ is anomalous or zero if the respective pattern is normal. If we knew the indicator variables $z_i$ we could use a standard estimation procedure like maximum likelihood or another appropriate approach to estimate the parameter $\theta$ from the normal training patterns indicated by $z_i = 0$.

Since we do not know the $z_i$ we have to estimate them in parallel with the parameter $\theta$, i.e. we have to estimate the vector $(\theta, z_1, \ldots, z_n)$. Thereto we can use the EM-algorithm [4] or Data Augmentation [14].

Both algorithms split up the vector $(\theta, z_1, \ldots, z_n)$ into $\theta$ and $(z_1, \ldots, z_n)$. Alternately the EM-algorithm estimates the indicator variables’ distribution by its expectation value given a current estimate of $\theta$ and the parameter $\theta$ given a current estimate of the indicator variables. A convergence theorem guarantees that the EM-algorithm converges into a local maximum of the likelihood function for a large number of iterations. It is therefore a maximum likelihood estimator.
In contrast the Data Augmentation algorithm is a Bayesian approach. It alternately samples parameters \( \vartheta \) given current indicator variables \((z_1, \ldots, z_n)\) and the indicator variables given the current parameter \( \vartheta \). Although the current parameters are random it can be shown that they are anyhow samples from the distribution of parameters given the training data \( P(\vartheta | x_1, \ldots, x_n) \). Taking the expectation value of this distribution yields an estimate for \( \vartheta \).

The approach based on indicator variables can be interpreted as the estimation of the parameters of a mixture distribution composed of two components, namely the distribution of normal patterns \( P_N(x | \vartheta) \) and the outlier distribution \( P_O(x) \) weighted by \( 1 - \lambda \) and \( \lambda \), respectively. The indicator variables assign each pattern to one of the mixture components, either to the outlier component or to the component of normal patterns. The only difference from the standard applications of mixture distributions is the fact that the outlier component has no parameters to estimate.

4 Gaussian Mixture Models

In this section we want to describe a special choice for the distribution \( P_N(x) \), namely Gaussian mixture models (GMMs). They are a very flexible class of probability distributions and thus they are well suited for the modeling of unknown data. Subsequently we will give a brief review of GMMs and explain the peculiarity of GMM fitting in our framework.

Given \( d \)-variate patterns the density of a GMM is defined as:

\[
p(x) = \sum_{j=1}^{k} w_j \frac{1}{\sqrt{(2\pi)^d \cdot det(\Sigma_j)}} \exp\left(-\frac{1}{2}(x - \mu_j)^T \Sigma_j^{-1}(x - \mu_j)\right)
\]  

(4)

A GMM can be understood as the combination of \( k \) Gaussian distributions. Each component \( j \) is described by its mean vector \( \mu_j \), its covariance matrix \( \Sigma_j \) and its contribution to the mixture \( w_j \geq 0 \) which we name the mixing weight. \( w_j \) can be understood as the prior probability of a pattern belonging to the \( j \)-th component. Thereto the mixing weights have to fulfill the condition \( \sum_{j=1}^{k} w_j = 1 \). The complete parameter vector of a GMM contains the mixing weights, means and covariances of each component: \( \vartheta = (w_1, \ldots, w_k, \mu_1, \ldots, \mu_k, \Sigma_1, \ldots, \Sigma_k) \). The number of components \( k \) controls the amount of distributions which can be approximated by a GMM. A survey of the topic of mixture models is given in [7].

Up to now the modeling is a two-level approach: on the top level the complete data distribution \( P(x) \) is a mixture with two components, the distribution of normal patterns and the outlier distribution. On the second level the distribution of normal patterns is again modeled as a mixture, i.e. a GMM. These two mixtures can be unified such that the overall distribution \( P(x) \) is a single mixture distribution with a) a single fix component modeling the outliers and b) several Gaussians which constitute the distribution of normal patterns. The mixing weight of the outlier component is \( \lambda \) and the mixing weights of the components of normal patterns sum to \( 1 - \lambda \).
The estimation of the parameters of the complete mixture can again be done using either the EM-algorithm or Data Augmentation. The necessary extension from the 2-component case described above and the case with \( k \) components is that the indicator variables can now take on values in the range of \( 1, \ldots, k \).

The EM-algorithm has two disadvantages: a) the dependency of the result from the initialization and b) the danger of overfitting. Both problems are not really serious if the parameters of all components are adapted and the number of components is chosen adequately. But the first difficulty becomes a snare when at least one component is not adapted to the data. This phenomenon is explained by the fact that the EM-algorithm locally maximizes the likelihood-function and that the existence of the outlier component bounds the log-likelihood below. Think of a training pattern \( x \) lying in an area of input space where the density of the outlier component is much greater than the density of the other components according to a current parameter vector \( \theta_t \). Then there are two aspects to consider: 1.) the influence of the pattern \( x \) onto the non-outlier components is very small and 2.) changing the parameter vector does not reduce the contribution of pattern \( x \) to the log-likelihood function since its contribution is bounded below by the logarithm of the the outlier component’s density at \( x \). Thus the next parameter vector \( \theta_{t+1} \) is computed without considering \( x \). If \( x \) is an outlier this behavior is desired but if \( x \) is a normal pattern at the edge of the distribution this behavior leads to a GMM fitting that treats \( x \) by mistake as an outlier.

Due to the described problem we used Data Augmentation for all experiments. It has the advantage to search the parameter space globally. Therefore it does not get stuck in local optima and the result does not depend so much from the initial choice of parameters.

As priors for Data Augmentation we used non-informative priors which do not bias the resulting parameters. Additionally we used Data Augmentation to control the number of components \( k \) of the mixture distribution: we started with a large number of components and examined in every iteration whether there is a component \( j \) without assignments, i.e. all indicator variables \( z_i \neq j \). Then this component was deleted. A similar proceeding is described in [5].

5 Determining the Outlier Distribution

An essential of our approach is the use of an explicit outlier distribution \( P_O \) and an outlier rate \( \lambda \). They cannot be estimated from the training data but have to be derived from a model of outlier generation.

If there is no explicit model of outlier generation we have to determine \( P_O \) and \( \lambda \) as plausible as possible. E. g. in an application working on measured data a typical outlier is generated by an erroneous shift of a decimal point when copying the measured value. Thus a plausible outlier distribution is normal with ten times the standard deviation of the normal data.

But, however, the determination of the outlier distribution and the outlier rate is delicate. A change in these parameters may influence the result a lot.
Fig. 1. Influence of $\lambda$ onto the result of the outlier detection. The pattern set contains 1000 normal patterns indicated by “+” and 50 outliers indicated by “o”. The dashed line shows the computed contour discriminating outliers from normal patterns for $\lambda = 0.01$ while the solid line shows the discriminating contour for $\lambda = 0.05$. The assumed outlier distribution $P_O$ was set to be Gaussian with covariance equal to 100 times the estimated covariance of the pattern set. Further increasing $\lambda$ would lead the algorithm to classify normal patterns by mistake as outliers.

In any case, the outlier distribution should be widespread since we expect the outliers to lie widespread in the data space.

A possibility to determine the outlier distribution and $\lambda$ is to choose $P_O$ to be an arbitrary widespread distribution, e.g. a Gaussian with very large variances or an improper distribution with constant density. Running our approach with different values for $\lambda$ and fix $P_O$ results in different outlier quota. Thus we can determine $\lambda$ so that the resulting outlier rate resembles the expected proportion. Although this way of determining $\lambda$ does not match the theoretical analysis exactly it can successfully be used in practice. Certainly, $\lambda$ cannot be interpreted as the outlier rate anymore but rather as a parameter of the algorithm to adjust the sensitivity against anomalous patterns.

Furthermore, if a validation set with tagged outliers is available or if we know the outlier rate in a validation set we can use cross-validation to calibrate the unknown $\lambda$. Figure 1 shows the outcome of the presented algorithm for different values of $\lambda$ on a 2-dimensional pattern set. Note that a modification of $\lambda$ does not only influence the classification of patterns given a fix distribution of normal patterns but also influences the estimation of the distribution of normal patterns itself: a smaller $\lambda$ increases the number of training patterns which contribute to the distribution of normal data.
6 Experimental Study

Firstly we want to illustrate the algorithm’s behavior in the case where $P_N$ is a Gaussian distribution. Therefore we used an artificial training set composed of 300 bivariate normal patterns distributed from a Gaussian distribution with zero mean vector and diagonal covariance matrix with both entries 4. 15 outliers were added derived from a Gaussian with also zero mean and a diagonal covariance matrix with both entries 400.

We set the distribution $P_O$ to be Gaussian with the mean vector equal to the estimated mean of the complete training data and the covariance matrix equal to 100 times the estimated covariance of the complete training data. The parameter $\lambda$ varied between 0.01 and 0.999.

We trained two Gaussian distributions on the training data. The first one was trained with the new approach described above and the second one was fitted using a maximum likelihood approach. Of course the maximum likelihood approach did not consider the existence of outliers and thus the second estimate was corrupted by the outliers. In contrast the first estimate was very similar to the original distribution of normal data for all $\lambda \in [0.01, 0.9]$. Larger values of $\lambda$ produced too many false outliers on a test set of normal patterns while very small values did not avoid the estimate to be corrupted by the outliers. The resulting estimates for the maximum likelihood estimate and the new approach are illustrated by their covariance ellipses in Fig. 2. Although the choice of $\lambda$ was not critical in this example it is in general not easy to calibrate.

In a second experimental study we investigated the Biomed dataset [3] from the StatLib archive [13]. This benchmark has already been used in [2] to analyze the performance of a novelty detection algorithm.

The Biomed data are taken from a study of medical diagnosis. The aim is to detect the carriers of a rare disease. The patterns consist of four measurements on blood samples. 127 patterns of healthy patients and 67 of carriers are available. We used 27 patterns of healthy patients and 57 patterns of carriers as test set and the remaining patterns for training. The training sets were composed of

1. 100 patterns from healthy patients, no carriers
2. 100 patterns from healthy patients and 5 patterns from carriers
3. 100 patterns from healthy patients and 10 patterns from carriers

As model for $P_N$ we used a GMM with a variable number of components. The training was performed by Data Augmentation. The outlier distribution was set to be Gaussian with the mean equal to the mean of the training patterns and the covariance equal to 100 times the covariance of the training patterns.

Figure [3] shows the error rates on the test sets for the model trained on the second training set with various $\lambda$ between 0.001 and 0.999. Comparing this figure with Fig. 4 in [2] shows two important similarities:

- the rate of undetected outliers is less than 60% even if the parameters of the algorithms are chosen inappropriate (small $\lambda$)
Fig. 2. Estimated covariance ellipses for the training patterns derived from a Gaussian distribution. The solid line shows the covariance ellipse of the true distribution while the dashed line shows the estimated distribution computed with the above presented new approach with $\lambda = 0.5$. The dash-dot line gives the maximum likelihood estimate.

- the point of intersection between the rate of misclassified normal patterns and undetected carriers is about 15% in both approaches

These circumstances suggest that both algorithms lead to a comparable result. But in contrast to the Linear Programming approach of [2] our algorithm was trained on data which contained 5% anomalous patterns while the Linear Programming approach was trained on outlier-free data. Figure 4 shows that even an increase in the rate of anomalous patterns in the training set does not worsen the results critically.

In a third experiment we want to show that our approach is also able to model more complex data distributions. Thereto we used an artificial bivariate data set. It consisted of 300 (1000) normal patterns which are distributed in the shape of a horseshoe. Additional 15 (50) outliers were randomly generated according to a uniform distribution in a square area of the two-dimensional plane.

The outlier distribution $P_O$ was again set to be Gaussian with 100 times the covariance of the training patterns. As a model for normal patterns we used a GMM with variable number of components. The Fig. 5 and 6 show the 315 (1050) training patterns and the computed contour discriminating outliers from normal patterns. In both cases the algorithm recognized that the distribution of normal patterns is not convex and it classified the anomalous patterns in the inner of the horseshoe correctly as outliers.
Fig. 3. Error rates (on the $y$-axis) for the Biomed data versus $\lambda$. The solid line shows the rate of undetected outliers, the dotted line shows the rate of misclassified normal patterns. Note that the labels on the $x$-axis are not equidistant.

Fig. 4. Rate of misclassified outliers ($x$-axis) versus rate of misclassified normal patterns on a test set in the Biomed data domain. The three models are trained on an outlier-free training set (dotted line) of 100 patterns, a training set with additional 5 outliers (dashed line) and a training set with additional 10 outliers (solid line).
Fig. 5. Training patterns of the horseshoe data. Outliers are indicated by “o” and normal patterns by “+”. The solid line gives the contour which was computed to discriminate outliers from normal patterns. $\lambda$ was set to 0.05. The number of training patterns was 300 normal and 15 anomalous patterns.

Fig. 6. Training patterns of the horseshoe data. Outliers are indicated by “o” and normal patterns by “+”. The solid line gives the contour which was computed to discriminate outliers from normal patterns. $\lambda$ was set to 0.2. The number of training patterns was 1000 normal and 50 anomalous patterns.
7 Discussion and Future Work

In this paper we developed an approach to deal with outliers in training data. The key idea is to explicitly model the occurrence of outliers with an outlier distribution. Therefore we use indicator variables which assign every pattern to either the set of normal patterns or the set of outliers. Since we do not know the outliers we have to estimate the indicator variables. This modeling is closely related to the estimation of a mixture distribution with two components: the distribution of normal patterns and the distribution of outliers.

This allows us to estimate the distribution of the normal patterns from training data that contain a small amount of outliers: the outlying patterns are assigned to the outlier distribution and thus do not disturb the estimation of the normal data distribution. In a second step we can use this distribution to detect the anomalous patterns in the training set or in test data.

A difficult task is the determination of the outlier distribution and the outlier rate. Mostly there are not enough outliers in the training data so that a reliable estimation is not possible. Thus these parameters have to be set explicitly. We propose the use of an arbitrary widespread distribution and to vary the outlier rate. Cross validation helps to find a suitable parameter. In our future work we hope to find a rule of thumb how to set these parameters depending on the dimensionality of the data and the spread of the training patterns.

Another problem sometimes occurs when the normal pattern distribution is modeled by a flexible class of distributions like GMMs. Then it may happen that a component of the GMM specializes on the outlying patterns or on a subset of the outliers. Especially if the GMM parameters are estimated with the EM-algorithm such a component overfits the outlying data. Therefore these outliers cannot be detected. If instead Data Augmentation with non-informative priors is used this problem is not so serious because Data Augmentation does not overfit the data but estimates a very broad component with a very small density which is often smaller than the density of the outlier distribution. Thus the outliers are found anyhow. In our future work we will focus on this phenomenon and examine in which way the outlier distribution influences the occurrence of such a component.

If we use a model for the distribution of normal patterns which is not so flexible like a single Gaussian distribution the above described problem does not occur since fitting the distribution of normal patterns to outliers would seriously worsen the description of normal patterns.

The experimental results presented in this paper show that our approach can successfully be applied in practical studies. It bounds the influence of the outliers on the estimation of the distribution of normal patterns and it is able to model even complex data distributions.

Acknowledgments. Thanks to Martin Riedmiller for helpful comments that improved this paper.
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Abstract. Following previous successes on applying the Bayesian evidence framework to support vector classifiers and the \(\epsilon\)-support vector regression algorithm, in this paper we extend the evidence framework also to the \(\nu\)-support vector regression (\(\nu\)-SVR) algorithm. We show that \(\nu\)-SVR training implies a prior on the size of the \(\epsilon\)-tube that is dependent on the number of training patterns. Besides, this prior has properties that are in line with the error-regulating behavior of \(\nu\). Under the evidence framework, standard \(\nu\)-SVR training can then be regarded as performing level one inference, while levels two and three allow automatic adjustments of the regularization and kernel parameters respectively, without the need of a validation set. Furthermore, this Bayesian extension allows computation of the prediction intervals, taking uncertainties of both the weight parameter and the \(\epsilon\)-tube width into account. Performance of this method is illustrated on both synthetic and real-world data sets.

1 Introduction

Recently, there is growing interest in using the support vector machines (SVMs) for various classification and regression problems. SVMs are motivated by results from statistical learning theory, and have shown superior performance over traditional techniques in many practical applications. The two commonly used SVM methods for regression problems are the \(\epsilon\)-support vector regression (\(\epsilon\)-SVR) algorithm and the \(\nu\)-support vector regression (\(\nu\)-SVR) algorithm. In particular, \(\nu\)-SVR, which will be the focus in this paper, has the advantage of being able to automatically adjust the width of the \(\epsilon\)-tube.

However, to obtain a high level of performance, some parameters in the \(\nu\)-SVR algorithm still have to be tuned. These include 1) a kernel parameter that helps to define the feature space; and 2) two regularization parameters that determine the tradeoff between the value of \(\epsilon\), the training accuracy and model complexity. Data-resampling techniques such as cross-validation can be used, but they are usually very expensive in terms of computation and/or data.

In this paper, we address this issue by adopting the Bayesian approach. In general, the Bayesian approach is attractive in being logically consistent,
simple and flexible. Recently, various Bayesian techniques have been applied to SVMs for classification problems. Here, we follow [2,3] in applying the evidence framework [4] to \( \nu \)-SVR. The evidence framework is divided into three levels of inference, and is computationally equivalent to the type II maximum likelihood method in Bayesian statistics. Its use in feedforward neural networks has allowed the automatic selection of regularization parameters and network architectures, without the need of a validation set [4].

The rest of this paper is organized as follows. Brief overviews of the \( \nu \)-SVR and the evidence framework will be given in Sections 2 and 3 respectively. Application of the evidence framework to \( \nu \)-SVR will be discussed in Section 4. Simulation results are presented in Section 5, and the last section gives some concluding remarks.

2 \( \nu \)-Support Vector Regression

In this section, we first introduce \( \epsilon \)-SVR and then present \( \nu \)-SVR as an improvement. Interested readers may consult [7,8] for details.

Let the training data \( D = \{(x_i, y_i)\}_{i=1}^N \) with input \( x_i \) and output \( y_i \in \mathcal{R} \). In \( \epsilon \)-SVR, \( x \) is first mapped to \( z = \phi(x) \) in feature space \( \mathcal{F} \), then a linear function \( f(x, w) = w^T z + b \) is constructed in \( \mathcal{F} \) such that it deviates least from the training data according to the \( \epsilon \)-insensitive loss function

\[
|y - f(x)|_\epsilon = \begin{cases} 
0 & \text{if } |y - f(x)| \leq \epsilon, \\
|y - f(x)| - \epsilon & \text{otherwise},
\end{cases}
\]

while at the same time is as “flat” as possible (i.e., \( \|w\| \) is as small as possible). Mathematically, this means minimizing \( \frac{1}{2}\|w\|^2 + C \sum_{i=1}^N (\xi_i + \xi_i^*) \), subject to

\[
y_i - f_i \leq \epsilon + \xi_i, \quad f_i - y_i \leq \epsilon + \xi_i, \quad \xi_i, \xi_i^* \geq 0,
\]

for \( 1 \leq i \leq N \), where \( f_i = f(x_i, w) \) and \( C \) is a user-defined constant. Notice that after training, those nonzero \( \xi_i \)'s and \( \xi_i^* \)'s will be exactly equal to the difference between the corresponding \( y_i \) and \( f_i \).

A drawback of \( \epsilon \)-SVR is that \( \epsilon \) can be difficult to tune. \( \nu \)-SVR alleviates this problem by trading off \( \epsilon \) against model complexity and training error using a parameter \( \nu > 0 \). Mathematically, the problem now becomes

\[
\text{minimize}_{w, \epsilon, \xi_i, \xi_i^*} \quad \frac{1}{2}\|w\|^2 + C \left( \nu \epsilon + \frac{1}{N} \sum_{i=1}^N (\xi_i + \xi_i^*) \right),
\]

subject to \( \mathbf{1} \) and \( \epsilon \geq 0 \). Schölkopf et al. [5] showed that asymptotically, with probability 1, \( \nu \) equals both the fraction of data points that become support vectors and the fraction of data points lying outside the \( \epsilon \)-tube. This suggests that in situations where some prior knowledge on these fractions is available, \( \nu \) may be easier to adjust than \( \epsilon \).

\[\text{Notice that data points lying outside the } \epsilon \text{-tube are also the error patterns.} \]
3 The Evidence Framework

A model $\mathcal{H}$, with a $k$-dimensional parameter vector $w$, consists of its functional form $f$, the distribution $p(D|w, \beta, \mathcal{H})$ that the model makes about the data, and a prior parameter distribution $p(w|\alpha, \mathcal{H})$. Here, $\alpha$ and $\beta$ are usually called the hyper-parameters. Moreover, $p(D|w, \beta, \mathcal{H})$ and $p(w|\alpha, \mathcal{H})$ are often written as:

$$p(D|w, \beta, \mathcal{H}) \propto \exp(-\beta E_D(D|w, \mathcal{H})), \quad (3)$$

$$p(w|\alpha, \mathcal{H}) \propto \exp(-\alpha E_W(w|\mathcal{H})). \quad (4)$$

3.1 Level 1 Inference

The evidence framework is divided into three levels of inference. For given values of $\alpha$ and $\beta$, the first level infers the posterior distribution of $w$ by the Bayes rule:

$$p(w|D; \alpha, \beta, \mathcal{H}) = \frac{p(D|w, \beta, \mathcal{H}) p(w|\alpha, \mathcal{H})}{p(D; \alpha, \beta, \mathcal{H})}.$$ 

Substituting in (3) and (4), finding the maximum a posteriori (MAP) estimate $w_{MP}$ of $w$ is then the same as minimizing $M(w) \equiv \alpha E_W + \beta E_D$.

3.2 Level 2 Inference

The second level of inference determines $\alpha$ and $\beta$ by maximizing $p(\alpha, \beta|D, \mathcal{H})$. When $p(\alpha, \beta|\mathcal{H})$ is flat, the evidence $p(D|\alpha, \beta, \mathcal{H})$ can be used instead. By approximating $p(w|D, \alpha, \beta, \mathcal{H})$ with a Gaussian at $w_{MP}$, it can be shown that

$$\log p(D|\alpha, \beta, \mathcal{H}) = -\alpha E_{W MP} - \beta E_{D MP} - \frac{1}{2} \log \det A + \frac{k}{2} \log \alpha + \frac{N}{2} \log \beta - \frac{N}{2} \log 2\pi,$$

where $A = \frac{\partial^2 M}{\partial w^2}$ is the hessian matrix, $E_{W MP}$ and $E_{D MP}$ are the values of $E_W$ and $E_D$ evaluated at $w_{MP}$. Optimal values of $\alpha$ and $\beta$ (denoted by $\alpha_{MP}$ and $\beta_{MP}$ respectively) are then obtained by iterating the process of finding $w_{MP}$ from the level 1 inference and estimating $\alpha, \beta$ by maximizing $p(D|\alpha, \beta, \mathcal{H})$ above.

3.3 Level 3 Inference

The third level of inference ranks different models by $p(\mathcal{H}|D)$. Assuming a flat $p(\mathcal{H})$ for all models, different models are then rated by $p(D|\mathcal{H})$. This can be computed by again taking a Gaussian approximation for $p(D|\alpha, \beta, \mathcal{H})$ at $(\alpha_{MP}, \beta_{MP})$.

4 Applying the Evidence Framework to $\nu$-SVR

4.1 Probabilistic Model and Level 1 Inference

The $\epsilon$-insensitive cost function corresponds to the following noise model [7]:

$$p(y_i|\mathbf{x}_i, w, \epsilon, \beta, \mathcal{H}) = \frac{\beta}{2(1 + \epsilon \beta)} \exp(-\beta|y_i - f_{\mathbf{x}_i}|). \quad (5)$$
Notice that \( \mathbb{E} \) does not have the factor \( \beta \), but is added here to play the important role of controlling the noise variance. For \( w \), we adopt the commonly-used weight decay prior

\[
p(w|\alpha, \mathcal{H}) = \left( \frac{\alpha}{2\pi} \right)^{\frac{d}{2}} \exp\left( -\frac{\alpha}{2} \|w\|^2 \right).
\]

Comparing (5), (6) with (3), (4), we see that

\[
E_D(D|w, \mathcal{H}) = \sum_{i=1}^{N} |y_i - f_i|, \quad E_W(w|\mathcal{H}) = \frac{1}{2} \|w\|^2.
\]

Comparing (5), (6) with (3), (4), we see that

\[
E_D(D|w, \mathcal{H}) = \sum_{i=1}^{N} |y_i - f_i|, \quad E_W(w|\mathcal{H}) = \frac{1}{2} \|w\|^2.
\]

For \( \epsilon \), we adopt the following prior

\[
p(\epsilon|\beta, \nu, \mathcal{H}) = c(\beta, \nu)(1 + \epsilon \beta)^N \exp(-N \beta \nu \epsilon), \tag{7}
\]

where \( c(\beta, \nu) = (N \nu)^{N+1} \beta / (\exp(N \nu) \Gamma(N + 1, N \nu)) \) is the normalization factor. Here, \( \Gamma(a, x) = \int_{x}^{\infty} t^{a-1} \exp(-t) dt \) is related to the incomplete gamma function. Justifications for this prior will be discussed in Section 4.2.

Assuming that the patterns are i.i.d., then by using the Bayes rule, finding the MAP estimates of \( w \) and \( \epsilon \) is equivalent to

\[
\text{maximize}_{w, \epsilon} \quad \log p(w|\alpha, \mathcal{H}) + \log p(\epsilon|\beta, \nu, \mathcal{H}) + \sum_{i=1}^{N} \log p(y_i|x_i, w, \epsilon, \beta, \mathcal{H}).
\]

Plugging in (5), (6) and (7), this becomes

\[
\text{minimize}_{w, \epsilon} \quad \frac{\alpha}{2} \|w\|^2 + N \beta \left( \nu \epsilon + \frac{1}{N} \sum_{i=1}^{N} |y_i - f_i| \right).
\]

Setting \( C = N \beta / \alpha \), we obtain the same optimization problem as in (2). Thus, \( \nu \)-SVR training can be regarded as performing level 1 inference under this probabilistic model.

### 4.2 Properties of the Prior \( p(\epsilon|\beta, \nu, \mathcal{H}) \)

Assuming that the model is unbiased and the true noise really follows (5), the probability that a particular \( x \) will have its corresponding \( y \) lying outside the \( \epsilon \)-tube (and thus considered as an error) is equal to

\[
1 - \int_{-\epsilon}^{\epsilon} \frac{\beta}{2(1 + \epsilon \beta)} \exp(-\beta \cdot 0) d\delta = \frac{1}{1 + \epsilon \beta}.
\]

Now, at the peak of \( p(\epsilon|\beta, \nu, \mathcal{H}) \), \( d \log p(\epsilon|\beta, \nu, \mathcal{H})/d\epsilon = 0 \), which gives \( \nu = 1/(1 + \epsilon \beta) \). Thus, the prior prefers the value of \( \epsilon \) such that \( \nu \) equals the fraction of errors. This is in line with the observation that \( \nu \) equals the fraction of errors asymptotically with probability one. Moreover, as \( \nu \) increases, the prior distribution shifts towards zero (Figure 1a). If \( \nu = 1 \), then \( p(\epsilon|\beta, \nu, \mathcal{H}) \) has maximum at \( \epsilon = 0 \). When \( \nu \) increases beyond 1, \( p(\epsilon|\beta, \nu, \mathcal{H}) \) becomes strictly decreasing with \( \epsilon \). These observations are also in line with [5] in that when \( \nu > 1 \), the value of \( \epsilon \) obtained after training will be zero.
Moreover, notice that $\epsilon$ appears as a product with $\beta$ at the peak of $p(\epsilon|\beta, \nu, \mathcal{H})$. Hence, the preferred value of $\epsilon$ by the prior is inversely proportional to $\beta$. Or, in other words, this preferred $\epsilon$ has a linear dependency with the scale parameter $1/\beta$ of the noise model in (5). In fact, it can be shown that the mean value of $\epsilon$ under this prior distribution also exhibits the same trend. These are thus in line with the observation in [6] that there is a linear scaling between the optimal $\epsilon$ and the noise in the data.

Besides, unlike traditional Bayesian priors, this prior depends on the size of training data and becomes more concentrated around the peak with more training data (Figure 1b). Notice that while the effect of a traditional Bayesian prior diminishes with the arrival of more data, the logarithm of the prior in (7) scales linearly with $N$ just like the log likelihood. Hence, our prior belief, which embodies the idea that $\nu$ governs the fraction of errors, will not be overwhelmed with the arrival of more data.

### 4.3 Level 2 Inference

The second level of inference determines the hyperparameters $\alpha, \beta$ and $\nu$ by maximizing $p(\alpha, \beta, \nu|D, \mathcal{H}) \propto p(D|\alpha, \beta, \nu, \mathcal{H})p(\alpha, \beta, \nu|\mathcal{H})$. When $p(\alpha, \beta, \nu|\mathcal{H})$ is a flat prior, the evidence for $\alpha, \beta$ and $\nu$, $p(D|\alpha, \beta, \nu, \mathcal{H})$, can be used instead. Now, $\mathcal{E} \equiv \log p(D|\alpha, \beta, \nu, \mathcal{H})$ can be obtained by integrating out $w$ and $\epsilon$, as:

$$
\mathcal{E} = \log \int P(D|w, \epsilon, \beta, \mathcal{H})P(w|\alpha, \mathcal{H})P(\epsilon|\beta, \nu, \mathcal{H})dw d\epsilon.
$$

As in [4], we approximate the joint posterior distribution of $w$ and $\epsilon$ using a single Gaussian at their MAP values ($w_{MP}$ and $\epsilon_{MP}$ respectively). This entails computation of the hessian matrix $A = \frac{\partial^2}{\partial w \epsilon^2} (\alpha E_W + \beta E_D + N \beta \nu \epsilon)$, and
consequently derivatives of $E_D$. However, $E_D$ is not differentiable due to the non-smooth nature of the underlying $\epsilon$-insensitive loss function. Hence, similar to [3], we approximate this loss function by a smooth function

$$V(u) = \zeta_\eta(u - \epsilon) + \zeta_\eta(-u - \epsilon),$$

where $\zeta_\eta(u) = \frac{1}{\eta} \log(1 + \exp(\eta u)), \eta > 0$.

Define $r(u) \equiv d^2\zeta_\eta(u)/du^2 = \eta/((1 + e^{\eta u})(1 + e^{-\eta u}))$, $r_i \equiv r(y_i - f_i - \epsilon)$ and $s_i \equiv r(y_i - f_i - \epsilon) - r(f_i - y_i - \epsilon)$.

To obtain $\mathcal{E}$, we can first solve the eigen system\footnote{Solving this eigen system takes $O(N^3)$ time. However, notice that $r_i$ is significant only when $|y_i - f_i| - \epsilon$ is small. Hence, we need only include into $\tilde{K}$ those patterns that are lying close to the edges of the $\epsilon$-tube.} for the $N \times N$ matrix $\tilde{K}$ with entries $r_i K(x_i, x_j)$, where $K$ is the kernel function. Denote the resultant $n$ non-zero eigenvalues and the corresponding eigenvectors by $\rho_j$ and $\mathbf{u}_j$ respectively. Then,

$$\mathcal{E} = -\alpha E_{\text{MP}}^W - \beta E_{\text{MP}}^D - N\beta \nu \epsilon_{\text{MP}} + \frac{n}{2} \log \alpha - \frac{1}{2} \sum_{j=1}^{n} \log(\alpha + \beta \rho_j)$$

$$+ (N + 1) \log \beta - N \nu + (N + 1) \log(N \nu) - \log \Gamma(N + 1, N \nu) - \frac{1}{2} \log \psi$$

$$+ \log \left(1 + \text{erf}\left(\frac{\psi}{2\epsilon_{\text{MP}}}\right)\right) - (N + 1) \log 2 + \frac{1}{2} \log(2\pi),$$

where

$$\psi = \beta \sum_{i=1}^{N} r_i - \frac{\beta^2}{\alpha} \left( \sum_{i=1,j=1}^{N} s_i s_j K(x_i, x_j) - \sum_{j=1}^{N} \frac{\beta \rho_j}{\alpha + \beta \rho_j} \left( \sum_{i=1}^{N} \sum_{j=1}^{N} s_i K(x_i, x_i) \right)^2 \right),$$

and $\text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_{0}^{x} \exp(-t^2) \, dt$ is the error function.

Iteration formula for $\alpha, \beta$ and $\nu$ to maximize $\mathcal{E}$ can be devised. However, they will not be described here because of the lack of space.

4.4 Level 3 Inference

The third level of inference rates different models by their $p(D|\mathcal{H})$. This, again, is obtained by integrating out $\alpha$, $\beta$ and $\nu$, as:

$$p(D|\mathcal{H}) = \int p(D|\alpha, \beta, \nu, \mathcal{H}) p(\alpha|\mathcal{H}) p(\beta|\mathcal{H}) p(\nu|\mathcal{H}) \, d\alpha \, d\beta \, d\nu.$$
\[
\log p(D|\mathcal{H}) = \log p(D|\alpha_M, \beta_M, \nu_M, \mathcal{H}) - \frac{1}{2} \log(\alpha_M E_W^M) - \frac{1}{2} \log \kappa \\
+ \log \text{erf}\left(\sqrt{\frac{\kappa}{2\beta_M(E_D^M + N\nu_M \epsilon_M)}}\right) + \text{constant},
\]
where \( \kappa = \beta_M(E_D^M + N\nu_M \epsilon_M)(\frac{N+1}{\nu_M}) - \Delta(\Delta + \frac{N(1-\epsilon_M)}{\nu_M}) - (N\nu_M \beta_M)^2, \)
\( \Delta = N \exp(-\log \Gamma(N+1, N\nu) + N \log(N\nu - N\nu)). \)

### 4.5 Posterior Predictive Distribution and Error Bars

To compute the posterior predictive distribution \( p(y|x, D, \mathcal{H}) \) at a particular \( x \), the Bayesian approach again requires integrating out the posterior uncertainty of \( w \) and \( \epsilon \) from \( p(y|x, D, w, \epsilon, \mathcal{H}) \). As mentioned in Section 4.3, the joint posterior distribution of \( w \) and \( \epsilon \) is approximated by a single Gaussian at their MAP values. This joint distribution can be decomposed into the product of \( p(w|D, \epsilon, \mathcal{H}) \) and \( p(\epsilon|D, \mathcal{H}) \). It can be shown that \( p(w|D, \epsilon, \mathcal{H}) \) is a Gaussian distribution with mean \( w_{MAP} + A_{11}^{-1}a_{12}(\epsilon - \epsilon_{MP}) \), and \( p(\epsilon|D, \mathcal{H}) \) is a normal distribution with peak at \( \epsilon_{MP} \) and truncated at \( \epsilon = 0 \) (because \( \epsilon \geq 0 \)). Here \( A_{11} \) and \( a_{12} \) are sub-matrices of the hessian matrix \( A \).

The mean of the posterior predictive distribution can be computed as:

\[
\int y p(y|x, D, w, \epsilon, \mathcal{H})p(w, \epsilon|D, \mathcal{H})dw d\epsilon
\]
\[
= \int \left( \int y p(y|x, D, w, \epsilon, \mathcal{H})p(w|D, \epsilon, \mathcal{H})dw \right) d\epsilon
\]
\[
= \int (z^T(w_{MAP} + A_{11}^{-1}a_{12}(\epsilon - \epsilon_{MP})) + b)p(\epsilon|D, \mathcal{H})d\epsilon
\]
\[
= f(x, w_{MP}) + z^T A_{11}^{-1} a_{12}(E[\epsilon] - \epsilon_{MP}),
\]
where \( E[\epsilon] = \epsilon_{MP} + \int \epsilon p(\epsilon|D, \mathcal{H})d\epsilon = p(\epsilon = 0|D, \mathcal{H})/\psi \) (recall that \( \psi \) is given by (12)), while

\[
z^T A_{11}^{-1} a_{12} = \beta \sum_{i=1}^{n} s_i \left( \frac{1}{\alpha} K(x, x_i) - \frac{1}{\alpha} \sum_{j=1}^{n} \frac{\beta \rho_j}{\alpha + \beta \rho_j} (\sum_{i=1}^{N} u_{jl} K(x, x_i)) (\sum_{i=1}^{N} u_{jl} K(x_i, x_i)) \right).
\]

Similarly, the variance \( \sigma_y^2(x) \) of the predictive distribution can be shown to be:

\[
\int y^2 p(y|x, D, w)p(w, \epsilon|D, \mathcal{H})dw d\epsilon d\epsilon = \left( \int y p(y|x, D, w)p(w, \epsilon|D, \mathcal{H})dw d\epsilon d\epsilon \right)^2
\]
\[
= z^T A_{11}^{-1} z + (z^T A_{11}^{-1} A_{12})^2 \text{VAR}[\epsilon]
\]
\[
+ \frac{1}{3\beta^2} \left( \beta^2 E[\epsilon^2] + 2 \beta E[\epsilon] + 4 + \int_{-\sqrt{\epsilon_{MP}}}^{\infty} \frac{2c(2\pi)^{-1/2}}{\sqrt{\beta^2 t + \beta \epsilon_{MP} + 1}} \exp(-\frac{1}{2} t^2) dt \right)
\]
where \( c = 1/\Phi(-\epsilon_{MP}\sqrt{\psi}) \) with \( \Phi(z) \) being the area under the Gaussian distribution \( N(0, 1) \) from \( z \) to \( \infty \), \( \text{VAR}[\epsilon^2] = \epsilon_{MP}(E[\epsilon] - \epsilon_{MP}) + \frac{1}{\psi} \), and the last integral can be computed by numerical integration.
5 Result

In this section, we report results on applying the evidence framework to $\nu$-SVR, using the Gaussian kernel $K(x_i, x_j) = \exp(-\omega\|x_i - x_j\|^2)$. Three data sets are used in the experiments. Two of them are real-world data from the UCI machine learning repository [1].

The first one is the toy data $\text{sinc}(x) = \sin(x)/x$, with $x$ uniformly distributed over $[-12, 12]$. In one set of experiments, we add Gaussian noise $N(0, 0.05^2)$ to the outputs; while in another set, we add noise following the noise model in (5), with $\epsilon = 0.05$ and $\beta = 50$. The test set has 10,000 patterns. The experiment is repeated using 10 independent training sets, each of size 80.

The second one is the abalone data, and the task is to predict the ages of the abalones based on 8 input attributes. We used 256 patterns for training and the remaining 3921 patterns for testing. The experiment is repeated 25 times.

The third data set is the Boston housing data, and the task is to predict housing values in the Boston suburbs using 13 input attributes. We used 128 patterns for training and the remaining 378 patterns for testing. The experiment is repeated 10 times.

5.1 Choosing the Regularization and Kernel Parameters

Figure 2 illustrates the choice of $C = N\beta/\alpha$ for a particular $\nu$ by using level 2 inference. Figure 3 illustrates the choice of the kernel parameter $\omega$ by using level 3 inference. As can be seen from these figures, evidence from the level 2 and level 3 inference follows the testing error closely.

For comparison, 10-fold cross-validation has also been performed, and the average validation set errors are reported in Figures 2 and 3. As can be seen, cross-validation also yields a close match to the testing error. However, this procedure is very computationally demanding. For example, in preparing the curve in Figure 2 for the sinc data, we experimented with 17 values of $C$ and 11 values of $\nu$. Each $C, \nu$ combination requires 10 SVM’s to be trained (for 10-fold cross-validation), leading to a total of $17 \times 11 \times 10 = 1870$ SVM’s for each independent training set. It becomes even worse in choosing the kernel parameter. In the cross-validation experiments, we experimented with 9 values of $\omega$, giving a total of $1870 \times 9 = 16830$ SVM’s to be trained.

On the contrary, our proposed method is iterative and, for a fixed $\omega$, this usually takes 10 to 50 iterations to find a good enough $C$ and $\nu$. The computational demand in each iteration comes mainly from the SVM training and the eigen decomposition of $\tilde{K}$. As $\tilde{K}$ is dominated by points with large $r_i$’s (which lie close to the edges of the $\epsilon$-tube and are thus usually small in number), we can discard those data points with small $r_i$’s and thus result in a much smaller eigen problem. Hence, in practice, most of the time is spent on the SVM training. In comparison with cross-validation, we required just around 10 to 50 SVM’s in

---

3 In fact, cross-validation is so computationally demanding that experiments on choosing the kernel parameters for the two real datasets have not been performed.
Fig. 2. Plots showing the logarithm of the evidence $p(D|\alpha, \beta, \nu, \mathcal{H})$, the testing errors and the average validation set errors at different values of $C$'s. The error bars correspond to the ±1 standard deviations based on the 10 repetitions.

As on the question of how the choice of $\eta$ affects the inference results, Figure 4 shows the level 2 and level 3 results for the sinc data set at different $\eta$'s. One can see that the evidence curves are all similar in shape as $\eta$ varies. In particular, their peaks are all located at the same position.

5.2 Error Bars

Figure 5 shows the output predictions on a variation of the sinc problem, with the training patterns distributed unevenly in the input space. As expected, $\sigma^2_p(x)$ increases in regions where the data are sparse. For distant $x$'s, the uncertainty reduces to that of the prior uncertainty.
Applying the Bayesian Evidence Framework to $\nu$-Support Vector Regression

Fig. 3. Plots showing the logarithm of the evidence $p(D|\mathcal{H})$, the test set error (with $C$ and $\nu$ selected by the proposed method), and the validation set error (with the best $C$ and $\nu$). The error bars correspond to the ±1 standard deviations based on the 10 repetitions.

6 Conclusion

In this paper, we extend the application of the evidence framework to $\nu$-SVR. This allows automatic adjustment of the regularization and kernel parameters to their near-optimal values, without the need to set data aside in a validation set. Moreover, posterior predictive distribution and error bars can also be computed, which can then be used as a measure of uncertainty associated with $\nu$-SVR’s output predictions.
Fig. 4. Plots showing the effect of $\eta$ on level 2 and level 3 inference with the sinc dataset.

Fig. 5. Uncertainties in output predictions on the sinc dataset ($\nu = 0.56$).
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Abstract. In reinforcement learning an autonomous agent learns an optimal policy while interacting with the environment. In particular, in one-step Q-learning, with each action an agent updates its Q values considering immediate rewards. In this paper a new strategy for updating Q values is proposed. The strategy, implemented in an algorithm called DQL, uses a set of agents all searching the same goal in the same space to obtain the same optimal policy. Each agent leaves traces over a copy of the environment (copies of Q-values), while searching for a goal. These copies are used by the agents to decide which actions to take. Once all the agents reach a goal, the original Q-values of the best solution found by all the agents are updated using Watkins’ Q-learning formula. DQL has some similarities with Gambardella’s Ant-Q algorithm \cite{4}, however it does not require the definition of a domain dependent heuristic and consequently the tuning of additional parameters. DQL also does not update the original Q-values with zero reward while the agents are searching, as Ant-Q does. It is shown how DQL’s guided exploration of several agents with selected exploitation (updating only the best solution) produces faster convergence times than Q-learning and Ant-Q on several testbed problems under similar conditions.

1 Introduction

Reinforcement learning is an on-line technique that approximates dynamic programming. The external environment is modeled as a discrete-time, finite state, Markov decision process. Each action is associated with a reward. The task of reinforcement learning is to maximize the long-term discounted reward per action.

Reinforcement learning has been recently applied to multi agent settings. The main purpose is to coordinate agents to complete a task. In coordination problems, each agent is responsible for a portion of the problem, and most of the time, decisions of an agent affect other agents’ performance or solution. Examples include the solution of network routing problems in \cite{6} and coordination...
games such as soccer [7]. Multi agent reinforcement learning have also been used in pursuit games, where a 'hunter' tries to capture a 'prey'. In these problems, agents share sensations of the location of the 'prey', communicate its location to its partners and update their relative location in order reach the 'prey' [13]. Price and Boutilier [10] proposed a method called *implicit imitation*. In this approach apprentice agents learn from the experience of mentor agents about its own capabilities in unvisited parts of the space. Imitation is performed extracting a model from the experienced agent behavior. This approach was proved in the solution of mazes using model based reinforcement learning algorithms, speeding learning dramatically. Other interesting problems, solved using multi agent reinforcement learning, are those known as *n-player cooperative repeated games*. In these problems agents interact in a limited resource environment selecting actions that maximize reward. The chosen actions constitute a joint action. Each joint action is associated with a reward function; the decision problem is cooperative since there is a single reward function reflecting the utility assessment of all the agents. Agents must cooperate in order to select those actions representing the maximal individual and team benefit. Some approaches to establish cooperative behavior between agents for these kind of problems include [1,2,5].

In most of these approaches, single agent reinforcement learning methods are applied without much modification. In this paper, we propose an alternative strategy for updating value functions. The main motivation behind this research is to improve the convergence times of Q-learning with a distributed reinforcement learning setting, where a set of “agents” have the same goal, and together “cooperate” by leaving traces to find an optimal policy for the same problem. The hypothesis is that using more exploration with a set of agents and a controlled exploitation, by leaving traces between agents and reinforcing only the best solution proposed by the agents, produces faster convergence times.

DQL performance was compared against Q-learning [14] and Gambardella and Dorigo’s Ant-Q algorithm [4], which is a distributed reinforcement learning algorithm used in the solution of the traveling salesman problem. The three algorithms were tested on several problems over the whole range of the $\alpha$ and $\gamma$ parameters used in the Q-learning formula. It is shown that DQL has faster convergence times than one-step Q-learning and Ant-Q under similar conditions.

The paper is organized as follows. Section 2 gives a brief overview of Q-learning and Ant-Q. Section 3 describes DQL. Section 4, presents the four test problems used to measure the algorithms’ performance and discusses the main results. Finally, Section 5 concludes and gives future research directions.

## 2 Q-Learning

In this study, each reinforcement learning agent uses the one-step *Q-learning* algorithm [14]. Its learned decision policy is determined by the state-action pair value function, $Q(s,a)$, which estimates long-term discounted rewards for each state-action pair. Given a current state $s \in S$ and available actions $a_i \in A_s$, a Q-learning agent selects most of the time an action $a$ with the highest estimated
$Q(s,a)$ and with a small probability $\varepsilon \approx 0$, selects an alternative action. The agent then executes the action, receives an immediate reward $r$, and moves to the next state $s'$.

In each step, the agent updates $Q(s,a)$ by recursively discounting future utilities and weighting them by a positive learning rate $\alpha$:

$$Q(s,a) \leftarrow Q(s,a) + \alpha \left[ r + \gamma \max_{a' \in A_s} Q(s',a') - Q(s,a) \right]$$  \hspace{1cm} (1)

where $(0 \leq \gamma \leq 1)$ is a discount parameter.

As an agent explores the state space, its estimate $Q$ improves gradually, and, eventually, each $\max_{a' \in A_s} Q(s',a')$ approaches: $E \left\{ \sum_{n=1}^{\infty} \gamma^{n-1} r_{t+n} \right\}$. Here $r_t$ is the reward received at time $t$ due the action chosen at time $t-1$. Watkins and Dayan [15] have shown that this Q-learning algorithm converges to an optimal decision policy for a finite Markov decision process.

2.1 Ant-Q

An interesting distributed reinforcement algorithm, originally proposed by Gambardella and Dorigo [4], is Ant-Q. Ant-Q was used to solve traveling salesman problems and can be seen as an improvement over a previous system called ant systems [3]. The general idea of Ant-Q is to use a set of agents searching for the same best policy. Following an analogy with ant colonies, each agent updates its Q values, as in Q-learning, but without considering any reward ($r = 0$ in Eq. 1), after executing each action. This updating represent traces that can be followed by other agents. Once all the agents reach a goal (an episode), state-action pair evaluation functions of the best solution are updated using a delayed reward ($r \neq 0$) as expressed in Eq. 1. This means that some Q values will be updated several times on each episode, first without rewards by all the agents that followed the same state-action pair, and once more with rewards if the state-action pair is part of the best path. This repeated updating is not clearly justified and is difficult to prove if the convergence properties of Q-learning still hold.

Ant-Q introduced several additional mechanisms to the Q-learning framework. In particular, the selection policy is defined as a combination of a domain dependent heuristic function ($HE(s,a)$) and the best Q-values. This combination introduces two new parameters ($\delta$ and $\beta$) that estimate the relevance of $HE(s,a)$ with respect to $Q(s,a)$ values and that need to be tuned for each particular application domain. In general an $\varepsilon$-greedy strategy is used and $HE$ is combined with Q values as follows: $\arg\max_a \{ AQ(s,a)^\delta \times HE(s,a)^\beta \}$.

3 DQL

DQL follows similar ideas of Ant-Q but without loosing the main properties of Q-learning nor introducing extra parameters or heuristics. The general ideas, and main differences with Ant-Q, are that it does not use any domain dependent
heuristic (and consequently no additional parameters) and it updates the Q-values only once (for the best solution found by all the agents).

DQL allows more exploration, as several agents are searching at the same time, and promotes better exploitation, since the updates on the Q-values are performed only over the best solution.

All the agents have access to a temporary copy of the state-action pair evaluation functions \( Q_C(s, a) \). Each time an agent has to select an action, it looks at this copy and decides, based on its information, which action to take. Once the agent performs the selected action, it updates the copy of the state-action value pair using Eq. 2, where \( Q_C(s, a) \) represents a copy of the original \( Q(s, a) \) pairs.

\[
Q_C(s, a) \leftarrow Q_C(s, a) + \alpha \left[ \gamma \max_{a' \in A_s} Q_C(s', a') - Q_C(s, a) \right]
\] (2)

This is similar to what Ant-Q does, however in this case the updates are performed over copies of the original Q values and the original Q-values are consequently not affected at this stage. All the agents are moved one step at a time, updating and sharing their common \( Q_C \) values until reaching a stopping criterion. The agents use the copies of the Q values to decide which actions to take following an \( \epsilon - greedy \) policy. When all the agents have found a solution the Q value copies are discarded and the state-action pairs considered in the best solution receive a reward which reinforce their values according to Eq. 1. This updates the original Q-values from which a new copy is created for the next cycle. The whole process is repeated until reaching a termination criterion (see Table 1).

### Table 1. DQL algorithm.

1. Initialize \( Q(s, a) \) arbitrarily
2. Repeat (for \( n \) episodes)
   1. Initialize \( s \), copy \( Q(s, a) \) to \( Q_C(s, a) \)
   2. Repeat (for each step of episode)
      1. Repeat (for \( m \) agents)
         1. Take action \( a \), observe \( r, s' \)
         2. \( Q_C(s, a) \leftarrow Q_C(s, a) + \alpha \left[ \gamma \max_{a' \in A_s} Q_C(s', a') - Q_C(s, a) \right] \)
   3. \( s \leftarrow s' \); Until \( s \) is terminal
   4. Evaluate the \( m \) proposed solutions
   5. Assign rewards to the best solution found and update the Q values:
      1. \( Q(s, a) \leftarrow Q(s, a) + \alpha \left[ r + \gamma \max_{a'} Q(s', a') - Q(s, a) \right] \)

---

\(^1\) In the tested problems, the best solution of one episode is the shortest path found by one agent in that episode.
All the agents act on the same environment and have access to the same $Q$ and $Q_C$ values. The copies of the Q values are used as guidances to the agents of what seems to be promising states. However, only the best solution found by all the agents receives an actual reward. There are two main differences with respect to Ant-Q:

- Partial updates are performed over copies of the Q-values avoiding multiple updates with and without rewards.
- There is no need to define a domain dependent heuristic or to tune extra parameters as in Ant-Q.

The main motivation behind DQL is that it allows:

- More exploration as more agents are used during search
- More exploitation as only relevant (best) solutions are effectively rewarded

The hypothesis is that this alternative strategy for updating value functions achieves, in general, faster convergence times than one-step Q-learning, regardless the values of $\alpha$ and $\gamma$. To test this hypothesis, we performed several experiments over four problems with different complexity and nature, comparing Q-learning, Ant-Q and DQL performance. Although, the tests were performed of deterministic state transition domains, our framework can also be applied to stochastic state transition functions.

4 Experimental Results

All the experiments were performed on the same machine and the algorithms were similarly coded by the same author. Although DQL and Ant-Q use multiple agents the algorithms are implemented sequentially.

Two maze problems were first considered as they are problems where Q-learning normally shows good performance. For these problems the algorithms were tested over all possible $\alpha$ and $\gamma$ values with 0.25 increments. $\varepsilon = 0.1$ was considered for the three algorithms in both maze problems. Each experiment was performed thirty times and we report the mean CPU time, mean number of episodes, and mean number of steps per episode. Algorithm execution stops when the optimal policy (solid lines in Figure 1) is reached in five consecutive episodes.

As mentioned earlier, the Ant-Q algorithm was designed for the solution of traveling salesman problems (TSPs). Two TSP instances previously solved with Ant-Q are also included in the tests. The same parameter values and stopping criteria used with Ant-Q were used for DQL and Q-learning. Tables of results include best solution found, standard deviation of solutions, the mean of all the solutions, and the mean CPU time to reach the stopping criterion. In this case, every algorithm was executed 15 times over 200 episodes.

2 All algorithms are coded in C++.
3 The mean number refers to the mean of all the solutions found at a particular episode.
4.1 Grid World with Wind

The first experiment was run on the windy grid world shown in Figure 1 left. The objective is to find the optimal path from $S$ to $G$ considering a wind force, which shifts upwards the resulting state when moving horizontally, the strength of which varies from column to column as shown at the bottom of Figure 1. For instance, moving horizontally (either left or right) from a square which has a “wind force” of 1 (indicated at the bottom of Figure 1), causes the agent to move one square above its intended destination. However, moving vertically (either down or up) does not produce any effect. Ant-Q and DQL were both run with 3 agents. Ant-Q was tested with and without a heuristic. The results are shown in Figures 2 and 3 without heuristic for Ant-Q.

![Grid world in which horizontal movement is altered by a location-dependent upward “wind” (left) and windy world with restrictions (right).](image)

Results from the three algorithms are plotted using three different line types, dashed for Ant-Q, dash-dot for Q-learning, and continuous for DQL. There are four lines for each algorithm, one for each value of $\gamma$. The + symbol correspond to $\gamma = 0.25$, $\circ$ to $\gamma = 0.5$, $\diamond$ to $\gamma = 0.75$, and $\Box$ to $\gamma = 1.0$.

Figure 2 shows the mean CPU time required for each algorithm to reach the stopping criterion. For Ant-Q and DQL this time corresponds to the mean time required for all the solutions found at each episode. As can be seen from the results, both Ant-Q and DQL clearly outperformed Q-learning for all the tested values of $\alpha$ and $\gamma$, significantly reducing the convergence times.

Figure 3 shows the mean number of episodes and the mean number of steps per episode required for the three algorithms to reach the stopping criterion. For these two metrics DQL performance was the best of the three algorithms, and Q-learning was able to outperform Ant-Q for $\alpha \geq 0.5$.

The previously described results are for Ant-Q without using any heuristic. When Ant-Q was tested using as heuristic the inverse of the Manhattan distance,

---

4 An agent is not allowed to move outside the borders.
Fig. 2. Mean CPU time in seconds to reach the optimal solution five consecutive episodes.

Fig. 3. Mean episodes (left) and steps per episode (right) required to reach the optimal solution.

it was not able to converge with three different combinations of $(\delta, \beta)$: $(1, 1)$ Q-values and heuristic function equally important, $(2, 1)$ Q-values more important than the heuristic function, and $(1, 2)$ heuristic function more important than Q-values. Although, the heuristic used may be reasonable for some maze problems, it is clear that in general, finding a suitable heuristic may be a very difficult task.

We also decided to test a variant of DQL, called DQL-2, where each agent performs a complete episode before starting with the next agent. That is, performing $m$ episodes in sequence without sharing information while performing the task. Figure 4 compares the mean CPU times of DQL (here as DQL-1)
against this “episodic” updating approach (DQL-2). As it can be appreciated in the figure, sharing information while performing a task reduces convergence times. Although not shown in the paper, due to restrictions in space, similar results were observed in the other problems.

Fig. 4. Mean CPU times in seconds between DQL and an “episodic” variant (DQL-2)

We also measured the average number of total updates of Q values \((Q_C + Q)\) in DQL against the number of Q updates of Q-learning (see Figure 5). As can be seen in the figure, although DQL updates a larger number of total Q-values, it converges faster. We believe that the extra information shared by the agents during the process helps to reduce convergence times. Similar behavior was observed on the other problems.

Fig. 5. Average number of total Q-value updates for DQL and Q-learning.
4.2 Grid World with Wind and Trap

This problem was designed to generate a more difficult maze. An obstacle blocking the optimal path is included to the windy grid world, forcing agents to search for an alternative route. Figure 1 right shows the maze and the optimal policy that agents must find. The same operation conditions and parameters used in the previous maze were considered.

Figures 6 and 7 show the measures for the three metrics obtained with the three algorithms under study. Again, the figures show only the performance of Ant-Q without heuristic as it was not able to converge with the Manhattan distance heuristic. In Figure 6, it can be observed that Ant-Q is able to outperform DQL mean CPU time for some combinations of $\alpha$ and $\gamma$: $(\alpha = 0.25, \gamma \neq 0.25)$, $\alpha = 0.5, \gamma = 0.5$, and $(\alpha = 1, \gamma = 0.5, 1.0)$. It shows, however, to be much more dependent on the values of these parameters. On the other hand, DQL shows a more stable behavior in relation to the number of episodes and steps per episode required for the agents to satisfy the stopping criterion.

![Fig. 6. Mean CPU time in seconds to reach the optimal solution five consecutive episodes.](image)

4.3 Traveling Salesman Problems

Ant-Q was originally developed to solve instances of TSP. For them, the authors of Ant-Q reported results where Ant-Q outperformed several alternative algorithms. We took two instances of TSP with the same settings used in the original Ant-Q paper [4]. The first problem is the 30 cities symmetric TSP known as Oliver30 proposed in [9], and the second problem is the 48 cities asymmetric TSP known as Ry48p proposed in [11].

Ant-Q parameters for the pseudo random proportional action choice rule were the same used by Gambardella, that is, $\beta = 2.0$, $\delta = 1.0$, $\alpha = 0.1$, $\gamma = 0.3$, and $HE(i, j) = 1/d_{i,j}$, being $i, j$ cities and $d_{i,j}$ the distance between them. For
DQL and Q-learning, the same values for the $\alpha$ and $\gamma$ parameters were used. $Q(s,a)$ values were initialized to the inverse of the number of cities times the average length of edges, and an $\varepsilon$-greedy selection policy, with $\varepsilon = 0.1$⁶. The algorithms considered 200 steps or transitions for Oliver30 problem, and 600 for ryp48. The number of agents were the same in DQL and Ant-Q, 30 for Oliver30 and 48 for Ry48p. For Q-learning a single agent was used.

The performance was evaluated repeating each trial 15 times. We report the average performances. The CPU time correspond to the average running times to reach the best result.

**Table 2. Results for the two TSPs.**

<table>
<thead>
<tr>
<th></th>
<th>Oliver30</th>
<th>Ry48p</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Best</strong></td>
<td>423.74</td>
<td>14422</td>
</tr>
<tr>
<td><strong>DQL</strong></td>
<td>Mean</td>
<td>424.61</td>
</tr>
<tr>
<td></td>
<td>Std. Dev.</td>
<td>3.25</td>
</tr>
<tr>
<td></td>
<td>CPU</td>
<td>3.48</td>
</tr>
<tr>
<td><strong>Q-learning</strong></td>
<td>Mean</td>
<td>425.32</td>
</tr>
<tr>
<td></td>
<td>Std. Dev.</td>
<td>4.12</td>
</tr>
<tr>
<td></td>
<td>CPU</td>
<td>25.92</td>
</tr>
<tr>
<td><strong>Ant-Q</strong></td>
<td>Mean</td>
<td>424.92</td>
</tr>
<tr>
<td></td>
<td>Std. Dev.</td>
<td>3.7</td>
</tr>
<tr>
<td></td>
<td>CPU</td>
<td>6.39</td>
</tr>
<tr>
<td><strong>no HE</strong></td>
<td>Mean</td>
<td>435.43</td>
</tr>
<tr>
<td></td>
<td>Std. Dev.</td>
<td>12.7</td>
</tr>
<tr>
<td></td>
<td>CPU</td>
<td>46.84</td>
</tr>
</tbody>
</table>

⁶ This policy is equivalent to consider $q_0 = 0.9$ in the original Ant-Q algorithm.
In the TSP problems all strategies found the same best solution. Although Ant-Q was specially “tuned” for this type of problems it did not show the best performance. It is also interesting to note that Q-learning show the lowest average solution for Ry48p. It is however clear from the results, that the average convergence times of DQL are much smaller than the other strategies. In these particular cases, the heuristic function added to Ant-Q was useful for reducing convergence times and standard deviations (which was not the case for the grid world problems).

5 Conclusions and Future Work

This paper introduces a new strategy for updating Q values implemented in an algorithm called DQL. DQL uses a set of agents searching the same goal in the same space. Traces (copies of Q-values updated without rewards) are used to guide the exploration of agents. The original Q values of only the best solution found by all the agents is updated using the one-step Q-learning formula. It was shown how DQL’s guided exploration of several agents with selected exploitation (updating only the best solution) produces faster convergence times than Q-learning and Ant-Q on several testbed problems under similar conditions.

The heuristic and extra parameters needed by Ant-Q does not seem to be producing any benefits. Additionally, selecting a good heuristic can be a difficult task. DQL, on the other hand, does not require extra parameters and shows, in general, better convergence times.

DQL updating strategy is performed only on the best path among \( m \) solutions. In order to preserve the convergence properties of Q-learning, we need to show that all the Q-value state-action pairs have a non zero probability of being updated. This is part of our future work.

Before trying a parallel version, which seems a natural extension, we would like to perform more tests and compare the results against different strategies for updating Q values, such as Monte Carlo. It will also be interesting to run DQL without updating the copies of the Q-values to assess its influence in the results (which is like running Q-learning several times without updating and then update the best results found so far).
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Abstract. This paper presents an unified framework for the definition of similarity measures for various formalisms (attribute-value, first order logic...). The underlying idea is that the similarity between two objects does not depend only on the attribute values of the objects, but more especially on the set of the potentially relevant definitions of concepts for the problem considered.
In our framework, the user defines a language with a grammar to specify the similarity measure. Each term of the language represents a property of the objects. The similarity between two objects is the probability that these two objects both satisfy or both reject simultaneously the properties of the given language. When this probability is not computable, we use a stochastic generation procedure to approximate it.
This measure can be applied for both clustering and classification tasks. The empirical evaluation on common classification problems shows a very good accuracy.

1 Introduction

Distance or similarity measures play a central role in many machine learning problems. Usually, the definition of similarity between objects depends on the formalism used for the object description. Two main approaches have been proposed: weight-based similarity measure, relying on a weighted sum of similarity of different parts of objects (used in attribute-value languages) and description-based similarity measure based on the construction of object descriptions, used in both attribute-value languages and first order logic.

In the case of attribute-value languages, objects are vectors and the similarity between objects depends on the similarity of vectors components; two types of attributes are separately considered: nominal attributes (having value in an unordered finite -and generally small- set of symbolic values) and numerical ones. In most cases, two different values of a nominal attribute are not similar (similarity=0), otherwise they are similar (similarity=1): in this case, the similarity between two objects is the number of common attributes. In some cases, the frequency of values is used to define the similarity of nominal attributes [CS93, SW86]. Numerical attributes can be considered in various ways: the similarity can be defined from their Euclidean distance or their normalized distance [Aha89, GCM95] or values are discretized and then considered as nominal attributes. The final similarity between tuples is the sum of the similarity induced
by the nominal attributes and the similarity induced by the numerical attributes. This sum can be weighted with different techniques: weights are computed by statistical techniques [MT94], based on conditional probabilities [SW86], or are obtained by an optimization technique such as a genetic algorithm.

Another way to build a similarity function consists of producing a description of objects. When such descriptions are sets (of atoms), the similarity is based on description intersections [Bis92,EW96]; when descriptions are rules, the similarity between two objects is given by the number of rules satisfied by the two objects [Seb97,SS94]. RISE [Dom95] builds rules for attribute-value objects and proposes an extension of weight-based similarity in the case of generalized attribute-value vectors.

In any case, two objects are considered to be similar when they share some properties. However, it is important to notice that the main expectation from a similarity measure is the ordering induced, i.e. such measure is used to state that object $e_1$ is more similar to $e_2$ than $e_3$ is. Then $e_1$ can be considered to be more similar to $e_2$ than $e_3$ if $e_1$ shares more properties with $e_2$ than with $e_3$. This is achieved by several rule-based similarity measures [Dom95,SS94,Seb97,EW96] which consider a finite set of properties, made of rules learned to characterize some objects. The common point of these approaches is that the considered rules have a discriminating power: a rule is built to discriminate a set of examples from a set of counter-examples, and then the similarity is induced in a supervised manner. So this set of rules is strongly biased by the original set of objects and the induction technique used.

In this paper, we propose to base the similarity measure on a language, representing a possibly infinite set of properties or rules. This language is composed of terms that represent concept descriptions. Each term of the language is associated with an evaluation function, able to test whether an object satisfies the property or not. In the case of a finite language, the similarity between two objects is given by the number of properties both objects satisfy or reject simultaneously. In the case of infinite languages, we propose to approximate the similarity by randomly generating a finite subset of the language.

The next section formalizes our similarity definition for finite languages. We focus on the properties of this similarity and its limitations for infinite languages. The Section 3 presents a constraint tree grammar formalism used to specify a language and to generate a finite subset of this language. In Section 4, we present experimental results of this similarity: it has been implemented for a classification task based on a nearest neighbor algorithm and tested on some well-known attribute-value problems.

## 2 A Similarity Measure

We consider a set of objects $\mathcal{E} = \{e_1, \ldots, e_m\}$ and a language $\mathcal{L}$, i.e. a (possibly infinite) set of terms $\{t_1, \ldots, t_n, \ldots\}$. In this paper, a term $t \in \mathcal{L}$ represents a property (for example color=blue); for each object $e \in \mathcal{E}$, either $e$ satisfies $t$ (noted $t(e) = 1$) or $e$ does not satisfy $t$ (noted $t(e) = 0$). We will consider further (Section 2.5) the case where, due to incomplete or imprecise data, we cannot state that $t(e) = 1$ or $t(e) = 0$. 
Now, given two objects \( e_i \) and \( e_j \) in \( \mathcal{E} \) and a property \( t \in \mathcal{L} \), we say that \( e_i \) and \( e_j \) are equivalent w.r.t. \( t \) if \( t(e_i) = t(e_j) \) (\( e_i \) and \( e_j \) can not be distinguished by \( t \)). When \( e_i \) and \( e_j \) are equivalent w.r.t. most terms (resp. a few terms) of \( \mathcal{L} \), we propose to consider that the similarity between \( e_i \) and \( e_j \) be high (resp. low). We propose to formalize this similarity by using a probability measure.

2.1 Finite Languages

Let \( \mathcal{L} \) be a language. A probability measure \cite{DeG86} is defined over a space \((\Omega, \mathcal{B})\) where \( \mathcal{B} \) is an \( \alpha \)-algebra over the basic space \( \Omega \). We define the basic space \( \Omega = \mathcal{L} \), i.e. terms \( t \in \mathcal{L} \) are elementary events.

In the case of finite languages \( \mathcal{L} \), the space \((\mathcal{L}, \mathcal{P}(\mathcal{L}))\), where \( \mathcal{P}(\mathcal{L}) \) is the powerset of \( \mathcal{L} \), is probabilisable. The similarity between \( e_i \) and \( e_j \) can then be defined as the probability that \( e_i \) and \( e_j \) are equivalent w.r.t. a term \( t \) randomly chosen in \( \mathcal{L} \). Let \( \mathcal{L}_{e_i,e_j} = \{ t \in \mathcal{L} | t(e_i) = t(e_j) \} \) be the set of terms of \( \mathcal{L} \) for which \( e_i \) and \( e_j \) are equivalent; \( \mathcal{L}_{e_i,e_j} \in \mathcal{P}(\mathcal{L}) \) and we define the previous similarity as the probability of the event \( \mathcal{L}_{e_i,e_j} \).

**Definition 1.** Let \( \mathcal{L} \) be a finite language and \( P \) a probability measure over \((\mathcal{L}, \mathcal{P}(\mathcal{L}))\). Let \( e_i \) and \( e_j \) be two objects of \( \mathcal{E} \) and \( \mathcal{L}_{e_i,e_j} = \{ t \in \mathcal{L} | t(e_i) = t(e_j) \} \in \mathcal{P}(\mathcal{L}) \). The similarity with respect to \( \mathcal{L} \) between \( e_i \) and \( e_j \), noted \( \text{sim}_\mathcal{L}(e_i,e_j) \), is defined by \( \text{sim}_\mathcal{L}(e_i,e_j) = P(\mathcal{L}_{e_i,e_j}) \).

In the following, we will write \( \text{sim}(e_i,e_j) \) for \( \text{sim}_\mathcal{L}(e_i,e_j) \) when \( \mathcal{L} \) is not ambiguous.

In the case of a uniform probability over \( \mathcal{L} \), i.e. each term \( t \in \mathcal{L} \) has the same probability: \( P(t) = \frac{1}{|\mathcal{L}|} \), this definition is equivalent to

\[
\text{sim}(e_i,e_j) = \frac{1}{|\mathcal{L}|} \sum_{t \in \mathcal{L}} \delta_t(e_i,e_j)
\]

where \( \delta_t(e_i,e_j) = 1 \) if \( t(e_i) = t(e_j) \) and \( \delta_t(e_i,e_j) = 0 \) if \( t(e_i) \neq t(e_j) \).

In this definition, the similarity between \( e_i \) and \( e_j \) is the rate of terms \( t \in \mathcal{L} \) such that \( t(e_1) = t(e_2) \). Previous works propose a similarity measure based on a sum of weights associated with learned rules \cite{SS94}, attributes \cite{CS93,SW86} or occurrences \cite{Bis92}. In the previous definition, the sum is not weighted and is computed for any term of the language.

2.2 Example

In this example, objects are glasses of colored water. Each object is described by a couple \(<\text{col}, \text{temp}>\) where \( \text{col} \) (resp. \( \text{temp} \)) is the color (resp. temperature expressed in fahrenheit degrees) of the object.

\[
\begin{align*}
e_1 &= <\text{green}, 14 > & e_3 &= <\text{orange}, 221 > \\
e_2 &= <\text{red}, 203 > & e_4 &= <\text{pink}, 266 >
\end{align*}
\]
Language $L_1$. The first language considered here focuses on the temperature of the water; it contains 30 terms: $L_1 = \{\text{temp} > 0, \text{temp} > 10, \ldots, \text{temp} > 290\}$ and we consider a uniform probability over $L_1$. For each $e_i$ and $e_j$, we can compute $\text{sim}(e_i, e_j)$; for example, $\text{sim}(e_1, e_2) = 11/30$, $\text{sim}(e_1, e_3) = 9/30$, and we can see that the most similar objects w.r.t $L_1$ are $e_2$ and $e_3$ which is intuitive if we focus on the temperature.

Language $L_2$. The second language considered here focuses on the chemical state of the water (gaseous, liquid, solid): the language $L_2$ is defined by two terms: $\{\text{temp} \leq 32, \text{temp} \leq 212\}$ and we consider a uniform probability over $L_2$. With respect to this language, the most similar objects are $e_3$ and $e_4$ ($\text{sim}(e_3, e_4) = 1$). Moreover, $\text{sim}(e_2, e_4) = 1/2$ and $\text{sim}(e_1, e_4) = 0$, i.e. the object $e_4$ (gaseous) is less far from the object $e_2$ (liquid) than the object $e_1$ (solid).

Let us notice that if we had added an attribute state to the object description, the language $L_2' = \{\text{state} = \text{solid}, \text{state} = \text{liquid}, \text{state} = \text{gaseous}\}$ would lead to a different result since then, $\text{sim}(e_3, e_4) = 1$ but $\text{sim}(e_2, e_4) = 1/3$.

Language $L_3$. Let us consider now a language focusing on the color of objects. With respect to the language $\{\text{col} = \text{green}, \text{col} = \text{pink}, \text{col} = \text{red}, \text{col} = \text{orange}\}$, for any $e_i, e_j$ with $e_i \neq e_j$, we have $\text{sim}(e_i, e_j) = 1/2$. In such cases, we would like to use a distance over the domain of color, indicating that red and pink are more similar than red and orange, .... In this case, we propose to extend the previous language by adding $\{(\text{color}=\text{red} \lor \text{color}=\text{pink}), (\text{color}=\text{red} \lor \text{color}=\text{orange}), \ldots\}$. With this language, $e_2$ and $e_4$ share the property (color=red or color=pink) and then $\text{sim}(e_2, e_4) > \text{sim}(e_1, e_4)$. Finally we can consider a non-uniform probability over $L_3$, given a greater weight to (color=red or color=pink) than to (color=red or color=orange). Finally, we can consider the following language (the probability of each term is written in boxes) : $L_3 = \{\text{col} = \text{green}[20\%], \text{col} = \text{pink}[20\%], \text{col} = \text{red}[20\%], \text{col} = \text{orange}[20\%], (\text{color} = \text{red} \lor \text{color} = \text{pink})[12\%], (\text{color} = \text{red} \lor \text{color} = \text{orange})[6\%], (\text{color} = \text{pink} \lor \text{color} = \text{orange})[2\%]\}$. With such a language, the most similar objects are now $e_2$ and $e_4$ ($\text{sim}(e_2, e_4) = 20 + 0 + 0 + 20 + 12 + 0 + 0 = 52\%$).

Preliminary conclusion. In this example, the similarity between objects depends on the language considered. It shows that the similarity is not intrinsic to the objects, but depends on the point of view by which objects are considered, i.e. on properties (or concept definitions) that are relevant to the user. The language can then be viewed as a central bias on the similarity definition. We propose in Section 3 to use a grammar to express such a bias.

2.3 A Pseudo-Distance

For any $e_i, e_j \in \mathcal{E}$, $\text{sim}(e_i, e_j) \in [0, 1]$; a dissimilarity measure can be naturally defined as $\text{dissim}(e_i, e_j) = 1 - \text{sim}(e_i, e_j) = P(L_{e_i, e_j})$. It is easy to see that $\text{dissim}$ is symmetric. To show that $\text{dissim}$ satisfies the triangle inequality, i.e. for any $e_1, e_2, e_3$, $\text{dissim}(e_1, e_3) \leq \text{dissim}(e_1, e_2) + \text{dissim}(e_2, e_3)$, we have to
prove that $P(\mathcal{L}_{e_1,e_2}) \leq P(\mathcal{L}_{e_1,e_2}) + P(\mathcal{L}_{e_2,e_3})$. For any $t \in \mathcal{L}$, if $t(e_1) \neq t(e_3)$ then either $t(e_1) \neq t(e_2)$ or $t(e_2) \neq t(e_3)$ which prove the triangle inequality.

Since $\text{dissim}(e,e) = 0$ for any $e$, $\text{dissim}$ is a pseudo distance. However $\text{dissim}$ is not a distance since it may exist $e_i, e_j \in \mathcal{E}$ with $\text{dissim}(e_i,e_j) = 0$ but $e_i \neq e_j$. This case happens when the language does not allow to distinguish two objects ($\forall t \in \mathcal{L}, t(e_1) = t(e_2)$): in Example 2.2 objects $e_5 = <\text{blue},18>$ and $e_1 = <\text{green},14>$ are equivalent w.r.t. $\mathcal{L}_1$ ($\text{dissim}_{\mathcal{L}_1}(e_1,e_5) = 0$); for practical purpose, $e_1$ and $e_2$ are equivalent but they are not equal.

### 2.4 Usual Languages

For objects described by a set of attributes $A = \{\text{Att}_i\}$, with a domain $D_i$ for $\text{Att}_i$ with nominal values, a (finite) language can be defined by $\mathcal{L}_{A=v} = \{\text{Att}_i = v_{ij} | v_{ij} \in D_i\}$.

The dissimilarity associated with this language is a distance equivalent to the Hamming distance if each attribute is binary.

If we consider objects described by a set of numerical attributes $A = \{\text{Att}_i\}$, various languages can be considered:

- $\mathcal{L}_{A=n} = \{\text{Att}_i = v_{ij}\}$
- $\mathcal{L}_{A\leq x} = \{\text{Att}_i \leq v_{ij}\}$
- $\mathcal{L}_{A\geq x} = \{\text{Att}_i \geq v_{ij}\}$
- $\mathcal{L}_{x\leq A\leq y} = \{v_{ik} \leq \text{Att}_i \leq v_{ij}\}$

... where $v_{ij}$ is chosen among the possible values of $\text{Att}_i$ or is taken from a given range.

We can also consider languages such as $\{\text{Exp} \leq v\}$ where $\text{Exp}$ is a numeric expression (linear or not) involving attributes, such as $\mathcal{L}_{Lin} = \{a_0^i + a_1^i \text{Att}_1 + \ldots + a_n^i \text{Att}_n \geq 0 | a_k^i \in IR\}$

Finally, any combination of these languages can be considered, also extended with conjunctions and disjunctions.

For object described by atoms built with a predicate $p$, the language can be defined as the set of clauses (constrained or not) having the predicate $p$ for head:

$\mathcal{L}_{FOL}(p) = \{h \leftarrow l_1, \ldots, l_n | h = p(X_1, \ldots, X_k)\}$

For example, consider objects called $a, b, c, \ldots$, where some objects are contained into others. This can be represented in a first order theory with predicates $\text{contains}, \text{shape}$ and $\text{nb_elements}$: an example is shown in Fig. 1.

With this representation, we can define a similarity measure between atoms $\text{object}(a), \text{object}(b), \ldots$ with respect to the set of clauses:

- $\text{object}(X) \leftarrow \text{shape}(X, \text{circle})$.
- $\text{object}(X) \leftarrow \text{shape}(X, \text{square})$.
- $\text{object}(X) \leftarrow \text{shape}(X, \text{triangle})$.
- $\text{object}(X) \leftarrow \text{contains}(X,Y), \text{shape}(Y, \text{circle})$.
- $\text{object}(X) \leftarrow \text{contains}(X,Y), \text{shape}(Y, \text{square})$.
- $\text{object}(X) \leftarrow \text{contains}(X,Y), \text{shape}(Y, \text{triangle})$.

Two objects are similar if they are both covered or rejected by the same clauses. In the previous example, the similarity between $\text{object}(b)$ and $\text{object}(f)$ is maximum ($\text{sim}(\text{object}(b), \text{object}(f)) = 1$).
We can also consider a language involving the number of objects (predicate \textit{nb\_elements}) by considering clauses such as
\[
\text{object}(X) \leftarrow \text{nb\_elements}(X, N), N \geq 2.
\]

In this framework, the similarity measure is different from [HWB01] and [Pla95] which is based on the structure of terms.

In the case of infinite languages, it can be more complicated or impossible to build a probability measure. Moreover, even for finite languages, it can be hard to compute exactly the similarity between two objects. For these reasons, we propose to define the similarity using a finite subset of the language, stochastically generated. In the next section, we propose a grammatical formalism to generate such sub-language.

2.5 Handling Missing and Constrained Values

The previous similarity definition can be extended to treat missing values: when a value is missing in \(e_i\), it may be impossible to evaluate \(t(e_i)\) for some \(t \in \mathcal{L}\). Let \(\mathcal{L}_{(e_i)}\) be the set of \(t \in \mathcal{L}\) such that \(t(e_i)\) can be evaluated. To express the similarity between \(e_i\) and \(e_j\), the language is restricted to terms \(t\) such that both \(t(e_i)\) and \(t(e_j)\) can be evaluated:

\[
sim_{\mathcal{L}}(e_i, e_j) = \sim_{\mathcal{L}_{e_i} \cap \mathcal{L}_{e_j}}(e_i, e_j)
\]

Moreover, attribute-value languages do not allow to handle approximate values. Consider an object for which an attribute is not precisely known, but is known to be \leq 10. Such an attribute is then either considered unknown (value ?) or is specified by a symbolic attribute, which require that each value for this attribute is symbolic.

The similarity proposed here may support an attribute-value specification, with constraints: an object is then a constrained vector \(c \sqcap x_1, \ldots, x_n >\) where \(c\) express constraints on variables \(x_i\). For example,

\[
e_6 : \ (\text{temp} \leq 10) \quad \sqcap \quad < \text{col}, \text{temp} >
\]
is a constrained vector for which the color is unknown and temperature is not precisely known, but known to be \leq 10\(^\circ\)F.

With this formalism, a term \(t \in \mathcal{L}\) can be expressed using constraints (like all languages of example 2.2) and we note \(\neg t\) the negation of \(t\); in most cases (languages made with equalities, inequalities, disequalities, conjunction, disjunction), \(\neg t\) is also a constraint. Let \(e = c \sqcap x_1, \ldots, x_n >\) and \(t\) a term, to
determine if \( e \) satisfies \( t(e) = 1 \) or not \( t(e) = 0 \), we have to compute the inconsistency of a constraint:

- \( t(e) = 0 \) iff \( t, c \) is inconsistent,
- \( t(e) = 1 \) iff \( \neg t, c \) is inconsistent,
- otherwise \( t(e) \) is undetermined.

For example, let \( t_1 = (temp \geq 15) \), \( t_2 = (temp \leq 20) \) and \( t_3 = (temp \geq 5) \): \( t_1(e_6) = 0 \), \( t_2(e_6) = 1 \) and \( t_3(e_6) \) is undetermined.

Finally, as for missed values, \( sim(e_i, e_j) \) can be defined by restricting the language to the set of terms \( t \) such that both \( t(e_i) \) and \( t(e_j) \) are defined. In example 2.2 object \( e_6 \) is highly similar to \( e_1 \) with respect to both \( L_1 \) and \( L_2 \).

3 Constraint Tree Grammars

We propose in this section a new formalism able to express a language specification: constraint tree grammars. Regular tree grammars are commonly used to specify language composed of structured terms. Such grammars [GS84] are defined by

- a set of constructors \( F \) (function symbols and their arity) such as \( = \), \( \geq \), \( or \), \( red \), \( color \), ... We denote \( T(F) \) the set of terms over \( F \) (for example \( or((color, red), \geq (temp, 10))) \),
- a set of non-terminal symbols containing an axiom noted \( A \),
- and a set of production rules.

The set of production rules specify how terms can be built. In order to handle context dependent informations, we propose to extend this formalism by adding constraints to the production rules. In most constraint languages [MS98], constraints are defined over a structure \( D \) composed of a set of function symbols, an interpretation domain \( D \), a set of constraint predicate symbols and a set of evaluation functions: these functions define the evaluation of terms on \( D \) and the boolean values of constrained atoms.

The idea is to use constraints to declaratively define biases on the language. This formalism has been deeply studied in [Moa00]. The main advantage here is the compositionality: from different languages (specified by their grammar), we can build a new grammar representing the union or intersection of initial languages.

Moreover production rules can be used to stochastically generate terms of the language for building a finite subset of the (possibly infinite) language specified by the grammar. Finally, weights can be associated with each rules in order to specify different probabilities.

3.1 Formal Definition

Formally, a constraint tree grammar is defined as follows:
Definition 2. A **Constraint Tree Grammar** is a tuple $G = (A, N, F, D, R)$ where:

- $A$ is the axiom,
- $N$ is a set of non-terminal symbols $X(x_1, x_2, \ldots, x_n)$, where $(x_1, x_2, \ldots, x_n)$ represents the set of attributes linked to the symbol $X$. $\bar{N}$ represents the set of symbols of $N$, without their attributes specifications ($A \in \bar{N}$).
- $F$ is a set of terminal symbols, with their arities,
- $D$ is constraint domain,
- $R$ is a finite set of production rules $X \rightarrow \alpha \square c$, where $X \in \bar{N}$, $\alpha \in T(F \cup \bar{N})$, and $c$ is a set of constraints on the attributes of the non-terminals occurring in the rule. This set is interpreted as a conjunction of constraints.

For instance, the language composed of disjunctions of terms in $L_2 \cup L_3$ with at most two disjunctions is specified by the grammar in Table 1.

We use the classical notation of attribute grammars: the value of the attribute $a$ in the non-terminal $N$ is denoted by $N.a$, and if there are more than one occurrence of the same non-terminal in a rule, these occurrences are numbered from left to right, starting from 0.

**Table 1.** A Constraint Tree Grammar.

\[
G_c = \{ A, \\
\{A(d), B(d), T, Temp, Col\}, \\
\{or/2, =/2, \le/2, temp, col, red, pink, orange, blue, 32, 212\}, \\
( \mathbb{N}, \{+, 0, 1\}, \{=\}), \\
\{ \\
A \rightarrow B \square \{A.d \leq 2, A.d = B.d\} \\
B_0 \rightarrow or(B_1, B_2) \square \{B_0.d = 1 + B_1.d + B_2.d\} \\
B \rightarrow T \square \{B.d = 0\} \\
T \rightarrow \leq (temp, Temp) \\
T \rightarrow = (col, Col) \\
Col \rightarrow red | pink | blue | orange \\
Temp \rightarrow 32 | 212 \\
\}
\]

In this grammar, $Temp \rightarrow 32 | 212$ is an abbreviation for the two rules $Temp \rightarrow 32$ and $Temp \rightarrow 212$ (we omit the constraint when it is true). The non-terminal symbol $A$ has an attribute $d$ indicating the number of disjunctions in a term. This number must be less or equal than 2 ($A.d \leq 2$).

### 3.2 Generated Language

We describe now the process of generating a term from a constraint tree grammar. The starting point for this process is made of the atom and an empty set of constraints $\emptyset$: $< A \square \emptyset >$.

Then, a derivation step for a constrained term $< t \square c >$ consists of choosing a non-terminal symbol $X$ in $t$, choosing a derivation rule $X \rightarrow \alpha \square c'$, substituting $X$ with $\alpha$ in $t$ to get $t'$ and adding the constraint $c'$ to $c$ (the symbols A.n
occurring in the constraints are considered as variable in constraints; for this reason, these variables must be renamed in $c'$.

In the previous example, the term $\langle A \sqcap \emptyset \rangle$ can be derived in $\langle B \sqcap \{A.d < 2, A.d = B.d\} \rangle$ using the first production rule. Then, this term can be derived either in $\langle or(B_1, B_2) \sqcap \{A.d \geq 2, A.d = B.d, B.d = B_1.d + B_2.d\} \rangle$ using the second production rule, or in $\langle T \sqcap \{A.d \geq 2, A.d = B.d, B.d = 0\} \rangle$ using the third one.

**Definition 3.** Given a Constraint Tree Grammar $G = (A, N, \mathcal{F}, D, R)$, the language generated from $G$ (noted $L(G)$) is the set of ground terms (without non-terminal symbol) $t$ such that there exists a constrained term $\langle t \sqcap c \rangle$ obtained by derivations from $\langle A \sqcap \emptyset \rangle$ and where the set of constraints $c$ is satisfiable.

Let us notice that when a term is generated, if the derivation leads to a terms $\langle t \sqcap c \rangle$ such that $c$ is not satisfiable, the derivation can be stopped (or backtrack) since no term of the language can be built by derivation from $\langle t \sqcap c \rangle$.

For example, if we use the second rule from the term $\langle or(B_1, B_2) \sqcap \{A.d \geq 2, A.d = B.d, B.d = 1+B_1.d + B_2.d\} \rangle$, we can derive the term $\langle or(or(B_3, B_4), B_2) \sqcap \{A.d \geq 2, A.d = B.d, B.d = 1+B_1.d + B_2.d, B_1.d = 1+B_3.d + B_4.d\} \rangle$. If the second rule is use again, we can obtain the term $\langle or(or(B_5, B_6), B_4), B_2) \sqcap \{A.d \geq 2, A.d = B.d, B.d = 1+B_1.d + B_2.d, B_1.d = 1+B_3.d + B_4.d, B_3.d = 1+B_5.d + B_6.d\} \rangle$ for which the set of constraints is unsatisfiable (the number of disjunctions was limited to 2 and this terms has 3 disjunctions).

### 3.3 Generating Random Values

The formalism of constraint tree grammars can only be used when the number of terminal symbol is finite. Most numeric domains are infinite and then the language $L_{A \leq x} = \{Att_i \leq v_{ij}, v_{ij} \in [a_i, b_i]\}$ can not be specified with such grammar. In this case, we propose to add one (or more) non-terminal symbol(s) $Rnd$: this non-terminal symbol will be derived in a randomly generated value. In our experimentations (in attribute-value case), we have considered mainly two ways for generating a values for an attribute $Att_i$, depending on two domains:

- $D_{\text{discrete}}$: the values are selected from the set of possible values (appearing in the object descriptions)
- $D_{\text{continuous}}$: the values are chosen in a range $[\text{Min}_i, \text{Max}_i]$ where $\text{Min}_i$ (resp. $\text{Max}_i$) may be, for example, the minimum (resp. maximum) value for attribute $Att_i$ in the set of objects.

### 4 Application to Classification

To test our approach, we apply our measure to classification: we compute the similarity between objects to classify and objects for which the class is known. Then the class of the most similar object is assigned (in case of equi-similar objects, the most frequent class is affected).
This evaluation has to answer some questions: do we need a great subset of the language, does this method is efficient? The Figure 2 shows the accuracy of the method on the mushrooms dataset with various languages: $\mathcal{L}_1$ is $\mathcal{L}_{A=v}$ with values generated by a random selection in the domain, $\mathcal{L}_2$ is $\mathcal{L}_{A=v}$ with values generated by randomly selecting an object and returning the corresponding attributes. $\mathcal{L}_2$, which gives a great weight to frequent values, has better accuracy. $\mathcal{L}_{\text{AND}}$ is $\mathcal{L}_2$ with conjunction and $\mathcal{L}_{\text{OR}}$ is $\mathcal{L}_2$ with disjunction. $\mathcal{L}_{\text{AND}}$ contains more specific terms than $\mathcal{L}_{\text{OR}}$ and its accuracy is better, but the best is $\mathcal{L}_2$.

![Figure 2. Evolution of the accuracy with different languages](image)

These tests consist of predicting the class of 5% (406 mushrooms) of the base using the 95% remaining (7719). Our classifier $\mathcal{L}_{\text{class}}$, written in C and running on an Ultra Sparc 5, takes 270 sec for this classification, generating 100 terms. Notice that the accuracy is 100% with 100 terms, even if $|\mathcal{L}_{A=v}| = 123$. Moreover, the 100% accuracy is obtained with an average of 32.5 terms using $\mathcal{L}_2$.

The following table shows the accuracy of $\mathcal{L}_{\text{class}}$ on the Glass problem with different languages: $\mathcal{L}_{A\leq x}^c$ (resp. $\mathcal{L}_{A\leq x}^d$) for continuous (resp. discrete) domains, in the same way $\mathcal{L}_{x \leq A \leq y}^c$ and $\mathcal{L}_{x \leq A \leq y}^d$ and we test $\mathcal{L}_{A=n}$ with discrete domains that can be considered because most values occur several times.

<table>
<thead>
<tr>
<th>$\mathcal{L}_{A\leq x}^c$</th>
<th>$\mathcal{L}_{A\leq x}^d$</th>
<th>$\mathcal{L}_{x \leq A \leq y}^c$</th>
<th>$\mathcal{L}_{x \leq A \leq y}^d$</th>
<th>$\mathcal{L}_{A=n}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>75.04%</td>
<td>80.26%</td>
<td>75.5%</td>
<td>76.13%</td>
<td>49.39%</td>
</tr>
</tbody>
</table>

These results are obtained from 50 runs, with 10% of objects to classify, and with 1000 terms (one run = 1 second). Notice that 80% accuracy is one of the best results on the Glass problem. Moreover, we test with $\mathcal{L}_{A\leq x}^c \cup \mathcal{L}_{x \leq A \leq y}^c$ and get 77.39% accuracy. This example shows that results with an union of languages can be better than results with languages taken separately.

The Table 2 compares average accuracies on some domains of the UCI repository [BM98], for different well-known classifiers. These results are extract from [LM98].

The accuracy is measured by a 10-fold cross-validation. For $\mathcal{L}_{\text{class}}$, the accuracy is the average measure over 50 runs, with a random cross-validation (10%
Table 2. Comparison of accuracy on different domains.

<table>
<thead>
<tr>
<th>Domains</th>
<th>$\mathcal{L}^{\text{class}}$</th>
<th>SCOPE</th>
<th>RISE</th>
<th>PEBlS</th>
<th>C4.5</th>
<th>CN2</th>
<th>SE-Learn</th>
</tr>
</thead>
<tbody>
<tr>
<td>Echocardiogram</td>
<td>82.2</td>
<td>69.3</td>
<td>62.7</td>
<td>63.7</td>
<td>68.0</td>
<td>70.1</td>
<td>67.8</td>
</tr>
<tr>
<td>Glass</td>
<td>80.2</td>
<td>74.3</td>
<td>72.0</td>
<td>69.7</td>
<td>63.3</td>
<td>62.1</td>
<td>71.4</td>
</tr>
<tr>
<td>Hepatitis</td>
<td>78.0</td>
<td>78.7</td>
<td>76.9</td>
<td>82.4</td>
<td>81.6</td>
<td>81.2</td>
<td>-</td>
</tr>
<tr>
<td>Iris</td>
<td>94.6</td>
<td>94.7</td>
<td>95.3</td>
<td>95.5</td>
<td>95.8</td>
<td>94.0</td>
<td>96.0</td>
</tr>
<tr>
<td>Wine</td>
<td>96.1</td>
<td>95.5</td>
<td>98.9</td>
<td>97.7</td>
<td>94.9</td>
<td>92.7</td>
<td>98.8</td>
</tr>
<tr>
<td>Zoology</td>
<td>96.0</td>
<td>94.0</td>
<td>96.0</td>
<td>95.5</td>
<td>88.6</td>
<td>90.0</td>
<td>95.0</td>
</tr>
</tbody>
</table>

testing set), 1000 terms, and equivalent languages ($\mathcal{L}_{A\leq x}$ for numeric attributes, and $\mathcal{L}_{A=v}$ for symbolic ones).

Our system has good results over several domains, like Echocardiogram, even with a basic language and a ”naive” nearest-neighbor algorithm. We are currently studying some improvements: using a K-NN algorithm, weighting terms in the language, ...

Complexity: The algorithm requires a generation function and an evaluation function associated with the language. We have chosen to represent the language with a grammar where each rule is associated with a probability to be selected: the time needed for the generation of terms is insignificant. Let $N$ be the number of known objects and let $M$ be the number of objects to classify.

We propose to compute a matrix storing the distance between each object to classify and each known object: the size of this matrix is $M \times N$. Let $T$ be the number of terms generated. For each term, we have to compute $M + N$ evaluations and $N,M$ comparisons to compute the similarity. Then the time complexity depends on $T,(a(M+N)+b(N,M))$ which is polynomial ($a$ represents time for an evaluation, $b$ represents time for a comparison). However, when $M,N$ is high this method requires a large amount of memory to store the distance matrix.

5 Conclusion and Further Works

We proposed in this paper a generic similarity measure based on a language specification, that allows to cope with various formalisms in a uniform way: attribute-values, first order logic, constraint FOL. The language allows to express relevant (or supposed relevant) properties of objects, and to easily introduce biases. The language is specified by a grammar that allows to generate terms.

For the moment, it has been implemented in the system $\mathcal{L}^{\text{class}}$ for attribute-value objects and for classification tasks.

The experiments show that the quality of classification task depend on the language used. For many practical domains, $\mathcal{L}^{\text{class}}$ gets comparable or better results than usual approaches with simple languages.

We now plan to test this similarity measure in a constraint first order logic framework and with unstructured datas like texts.
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Abstract. A global optimization algorithm is designed to find the parameters of a CART regression tree extended with linear predictors at its leaves. In order to render the optimization mathematically feasible, the internal decisions of the CART tree are made continuous. This is accomplished by the replacement of the crisp decisions at the internal nodes of the tree with soft ones. The algorithm then adjusts the parameters of the tree in a manner similar to the backpropagation algorithm in multilayer perceptrons. With this procedure it is possible to generate regression trees optimized with a global cost function, which give a continuous representation of the unknown function, and whose architecture is automatically fixed by the data. The integration in one decision system of complementary features of symbolic and connectionist methods leads to improvements in prediction efficiency in both synthetic and real-world regression problems.

1 Introduction

The use of decision trees in regression problems has been limited by their reduced expressive capacity. For instance, CART regression trees yield a rather coarse approximation of the unknown real-valued function in terms of patches of constant value. The origin of this piecewise representation is the divide-and-conquer strategy used in the generation of the decision tree: The original regression problem is decomposed into a series of simpler problems by a recursive partitioning procedure that divides the attribute space into disjoint regions. Each of these divisions is generated by a Boolean test on the attributes. The parameters of the splits are found by minimizing a cost function that measures the local prediction error. This implies that the tree is an approximation that presents finite-size jump discontinuities at the decision boundaries. Furthermore the greedy strategy used in the tree generation implies that the final predictor need not be globally optimal. There are also statistical implications in subdividing the initial space
into smaller regions. Every time a split is made, the problem generally becomes simpler to solve, but the number of examples available for the learning is also reduced. In more precise terms, dividing the data can have favorable consequences for the bias of the predictor, but it generally increases its variance. The decomposition of the prediction error in terms of bias and variance is a well-known decomposition in regression \[11\]. The bias term may be understood as the error that remains even if we had an infinite number of observations while the variance term is a measure of the fluctuations due to the finite number of observations.

It is thus desirable to design a method to construct decision trees that are optimized with a global cost function while retaining the advantages of a symbolic knowledge representation. In this work, a backpropagation algorithm is presented that adjusts the parameters of a decision tree whose architecture is selected by a standard tree generation algorithm \[21\]. This algorithm is similar to the backpropagation algorithm in multilayer perceptrons. It solves the credit assignment problem by propagating the errors from the leaves of the tree up to its root, following an inverse path to that used in prediction. The advantage of the resulting predictor is that its architecture is not fixed beforehand, but is generated automatically by the data itself. The regression tree obtained is subject to the limitations of the base tree generation algorithm in finding an architecture as close as possible to the optimal one, and of the numerical optimization procedure, which may get trapped in a local minimum of the cost function.

To implement this backpropagation algorithm on the architecture of the tree needs to be reinterpreted in terms of membership functions. A classical decision tree, such as CART \[1\] or C4.5 \[18\] is characterized by Boolean membership functions. A fuzzy decision tree incorporates continuous membership functions to allow the possibility of partial memberships in the nodes of the tree. This reformulation makes it possible to employ analytic tools to adjust the tree parameters to optimize a global cost function. The starting point for the generation of fuzzy regression trees is a CART tree \[1\] extended with linear models at each of the leaves of the tree \[22\], instead of the traditional constant models used in CART. These linear models at each of the leaves have the effect of extending the expressive capabilities of the traditional CART tree and of reducing its size. Once the crisp tree is constructed, the Boolean splits are replaced by continuous sigmoidal splits that can be continuously tuned. In a manner similar to backpropagation in neural networks, the learning process involves the propagation of the tree estimates from the leaves to the root node.

There are several advantages in this approach. The representation given by a fuzzy regression tree is continuous and the parameters can be adjusted to optimize a global error function. Instead of discarding data at every decision in the tree, all training data is assigned to every node, although with different degrees of membership. Since no single tree leaf is solely responsible for the prediction, some of the model interpretability is lost. Nonetheless, the final estimator can be thought of as a hierarchical mixture of experts \[14\]. The optimized model is not just a smoothed version of a piecewise linear representation, and can significantly differ from the original CART tree.
The organization of the paper is as follows: In Section 2, connections with other approaches such as M5 \cite{12}, ensemble methods (bagging, boosting, PC - perturb & combine) and HME (hierarchical mixtures of experts) are outlined. In Section 3, the generation of crisp trees is reinterpreted in terms of membership functions. This interpretation leads to the design of a global optimization algorithm and to the formulation of the backpropagation algorithm for regression. The results of the experiments are presented in Section 4. Finally, Section 5 summarizes the results and conclusions of this work.

2 Relation to Previous Work

A decision tree with linear models at the leaves, M5, was proposed in Ref. \cite{12}. In the M5 system, a fully developed regression tree giving a piecewise constant representation of the objective function is pruned by replacing the subtree attached to an inner node by a linear model whenever the latter outperforms the subtree model. The linear models are artificially restricted to using only those variables involved in the splits in the eliminated subtree. The final tree gives a piecewise linear (i.e. discontinuous) representation. No attempt is made to select the tree parameters by optimizing a global cost function.

Much of the current research on regression trees strives to overcome the shortcomings and rigidity of piecewise representations. Divide-and-conquer algorithms approach a complex task by dividing it into more elementary tasks whose solutions can be combined to yield a solution to the original problem. This leads to simple and elegant algorithms. However, one should be concerned about the statistical consequences of dividing the input space, specially when the training data available are limited. Dividing the data generally leads to an increased variance because one has more hypotheses that fit the reduced number of data points.

For unstable algorithms such as CART \cite{1}, C4.5 \cite{18} or ID3 \cite{19}, a possible solution is to combine different realizations of the same predictor. These different realizations are obtained by perturbing the training set in various ways. Examples are bagging \cite{2}, boosting \cite{8}, arcing \cite{4} and output smearing \cite{5}. All of them need some amount of instability of the base learner to small changes in the training set. The reason for this is that the predictors need to be different to reduce the variance.

The performance of ensemble methods is often quite remarkable given their simplicity. In fact, these algorithms are more immune to overfitting than one would expect considering the large amount of parameters involved. In regression, the performance of ensemble methods can be studied in terms of a decomposition of the error in terms of bias and variance \cite{3}. The combination of the base learners leads to a reduction in the variance. In classification, the explanation is not so clear since there is not a single decomposition in terms of bias and variance \cite{1}, \cite{13} or \cite{15}. Besides, boosting has been argued to be more than a variance-reducing device and an explanation in terms of the margin of classification has also been proposed \cite{20}.
The main disadvantage of voting methods is their complexity. Because the amount of parameters involved and because the final hypothesis is the average of the hypotheses of the different predictors, the interpretation of a voting method is not as straightforward as that of a single predictor. The computational costs are also larger both in terms of memory and prediction speed.

The present work proposes to take advantage of combinations of different models, as well, but from a radically different perspective. Whereas ensembles of learners generally give similar weights to all the individual predictor, we propose a weighted combination the predictions given by the different units that make up a single learner. The starting point for our algorithm is a CART regression tree, extended with linear models at the leaves. The unknown function is approximated by the Piecewise Linear Model (PLM) encoded by the regression tree. The weights for combining the linear models are computed by applying a succession of fuzzy splits that replace the Boolean splits in the internal nodes of the CART tree. The resulting predictor can be thought of as a hierarchical mixture of linear predictors [14] whose architecture is fixed by the training data itself. The parameters of both the fuzzy splits and of the linear models are adjusted by minimization of a global cost function.

3 Optimization of PLM Regression Trees

In order to design a procedure to optimize the parameters of the tree structure with respect to a global cost function, one has to take into account the fact that the decisions taken in its construction are formulated in terms of hard splits. The global cost function for the tree can be written in terms of Boolean membership functions of the training examples in the leaf nodes [21]. These functions are discontinuous step functions. Therefore, their parameters cannot be tuned by standard analytical optimization routines, which require smoothness of the function and its derivatives. The solution to this problem is to replace these functions by continuous ones. This means that the decisions become smooth and that a point may simultaneously belong to different leaves, thus bringing fuzzy character into the tree structure. Following Suárez and Lutsko [21] we review the construction of a crisp regression tree in terms of membership functions. This reformulation allows the possibility of considering real-valued (fuzzy) membership functions and renders the design of a global optimization algorithm feasible. The introduction of the fuzzy character is made once the tree architecture is fixed. This is a procedure analogous to that used in the construction of a neural network. It has the advantage that selection of the architecture is an automatic process guided by the data itself and not by heuristics. There are many different algorithms to generate decision trees [1,10,19]. In this paper the base classifier is CART, designed by Breiman et al. [1].

The dataset from which the tree is induced consists of examples in the form of pairs \((x_n, y_n); n = 1, \ldots, N\), where \(x_n = \{x_{n1}, x_{n2}, \ldots, x_{nD}\}\) is the vector of attributes (also known as predictor or independent variables) and \(y_n\) is the dependent variable to be predicted. We assume that both the dependent variable
and the attributes are ordinal variables (regression). Nominal attributes can also be handled by the decision tree. However, the possibility of fuzzifying nominal splits is not considered.

Following the usual procedure, the dataset is partitioned into a training set, with \( N_{\text{train}} \) examples, which is used to learn the model, and a statistically independent test set, with \( N_{\text{test}} \) examples, which is used to evaluate the quality of the generated model. The training set is used to build a tree (T) composed of a collection of nodes \( \{t_i \in T; i = 0, 1, 2\ldots\} \) arranged in a hierarchical manner. The CART method is a top-down algorithm for the generation of a binary decision tree. The first node of a CART tree is the root node, \( t_0 \). By definition, all examples belong to this node. The tree is then constructed using a divide-and-conquer strategy in which the attribute space is partitioned by several Boolean tests into a set of disjoint subregions, in each of which the decision problem is simpler. Each of the tests corresponds to an internal node of the decision tree. This procedure can be repeated recursively until a stopping criterion is met. The CART prescription is to generate a maximally developed tree and then to perform cost-complexity pruning using 10-fold cross-validation.

In the original CART formulation, the prediction for the dependent variable in each region is a constant value which is equal to the average of the dependent variable in that region. A CART tree thus yields a piecewise constant model for the unknown relation between the independent and dependent variables. Piecewise Linear Model decision trees (PLM trees) differ from the original CART trees in that in each of these disjoint regions, a local linear model for the data is constructed \[22\]. This formulation allows for a more flexible representation of the unknown function at each of the terminal nodes. The coefficients of the attributes are then determined by minimizing the mean square error over the training set. The predictions of the leaves (x) are linear models

\[
\hat{y}_t(x) = \beta_0 + \beta_1 x_1 + \ldots + \beta_D x_D. \tag{1}
\]

The tendency to overfitting may be partially avoided by selecting which attributes of the linear models at each of the leaf nodes have to remain. This is achieved using an algorithm designed by Jennrich \[13\]. According to this algorithm, a series of regressions is constructed, starting from a linear model that includes all variables. The attributes are then added or removed from the linear model according to some statistically meaningful criteria. The PLM trees generated are more flexible than traditional trees and are also smaller. The increased complexity introduced when linear models are generated at the leaves is balanced with the decrease of the number of subdivisions of the attribute space.

In a CART tree, each internal node corresponds to a test on the attributes and splits the data into two disjoint regions by means of a question. This question can be stated in terms of only one attribute (univariate splits) or of linear combinations of several attributes (multivariate splits),

\[
Q_i = c_i \cdot x > a_i, \tag{2}
\]
where the vector \( c_i \) contains the coefficients that define a variable which is a linear combination of the original variables. The parameter \( a_i \) is the threshold value of the split.

The parameters \( (c_i, a_i) \) are determined by the local optimization of a cost function, which in regression is taken to be the mean square error over the examples of the training set,

\[
R_{\text{train}} = \frac{1}{N_{\text{train}}} \sum_{n=1}^{N_{\text{train}}} (y_n - \bar{y}(x_n))^2,
\]

where \( \bar{y}(x_n) \) is the prediction of the tree for example \( x_n \).

The Boolean test (2) can be reinterpreted in terms of membership functions. Each node \( t_i \) is characterized by an absolute membership function \( \mu_i(x) \) which is equal to one for those examples that satisfy the conjunction of Boolean tests leading to the node and zero otherwise. The relative degree of membership of example \( x \) in node \( t_{i\alpha} \), a child node of \( t_i \), is a Boolean function that is equal to 1 if the example satisfies test on node \( t_i \) and equal to zero otherwise, independent of the value of \( \mu_i(x) \). For the \( t_{iL} \) left child node of \( t_i \),

\[
\mu_{iL}^{(i)}(x) = \theta(c_i \cdot x - a_i),
\]

where \( \theta(x) \) is the Heavyside step function. For the right child node,

\[
\mu_{iR}^{(i)}(x) = \theta(a_i - c_i \cdot x).
\]

The absolute degree of membership is given by

\[
\mu_{i\alpha}(x) = \mu_i(x)\mu_{\alpha}^{(i)}(x), \quad \alpha = L, R,
\]

where \( \mu_i(x) \) is the absolute degree of membership for the parent node \( t_i \), which can be recursively calculated using (6) until the root node is reached. By definition, all points belong to the root node, so that \( \mu_0(x) = 1; \ \forall x \).

Given a vector of attributes \( x \), the value predicted by the for the dependent variable is

\[
\bar{y}(x) = \sum_{t_i \in \tilde{T}} \mu_i(x)\bar{y}_i(x),
\]

where \( \bar{y}_i(x) \) is the linear predictor associated to the terminal node \( t_i \) given by (1). The set of terminal nodes is denoted by \( \tilde{T} \).

Note that Equation (7) remains valid with real-valued degrees of membership. It is therefore possible to replace the Boolean test (2) by a fuzzy test, characterized by a real-valued membership function. A natural choice for fuzzification is to use sigmoidal functions of inverse width \( b_i \). In this way, the membership functions (4) and (5) are replaced by

\[
\mu_{iL}^{(i)}(x) = \frac{1}{1 + \exp[-b_i(c_i \cdot x - a_i)]}, \quad \mu_{iR}^{(i)}(x) = 1 - \mu_{iL}^{(i)}(x).
\]
The splitting threshold of a standard crisp tree is broadened into a splitting band. Outside this band, examples are assigned to one of the child nodes with degree of membership very close to one. It is for the examples that fall within this band that the fuzzy character of the tree becomes important: examples are assigned to both child nodes with relevant degrees of membership. A crisp split can be seen as the limiting case of a fuzzy split when \( b_i \to \infty \).

Once the fuzzy structure of the tree has been fixed, the parameters of the splits are adjusted by minimization of a global cost function. In a fuzzy regression tree, the cost function is the mean squared error of the tree predictions in the training set. The optimization problem is similar to that encountered in neural networks, where the problem is solved by the backpropagation algorithm. Here the problem is solved by a similar algorithm in which the estimations at the leaves are propagated from the leaves upwards to the root node.

It is important to notice that a fuzzy tree assigns each example to every leaf node with some degree of membership, which depends on the conjunction of tests leading to the leaf node and which can be calculated by iteration of (9) until the root node is reached. For a leaf node, the prediction for a given vector of attributes \( \mathbf{x} \) is a linear model given by (11). For an inner node, \( t_i \), it can be defined as the prediction of the subtree \( T(t_i) \) (the tree composed of \( t_i \) as the root node and all of its descendants) and can be calculated using the recursion

\[
\overline{y}_i(\mathbf{x}) = \mu_{L}^{(i)}(\mathbf{x})\overline{y}_{iL}(\mathbf{x}) + \mu_{R}^{(i)}(\mathbf{x})\overline{y}_{iR}(\mathbf{x}).
\]

(9)

The value predicted by the regression tree for the dependent variable can be obtained by iterating (9) from the predictions at the leaves to the root node, in a manner similar to the backpropagation algorithm in neural networks. This algorithm fixes the structural parameters of the tree by minimizing a global cost function, thus avoiding the greedy approach of traditional crisp trees.

The optimization of the cost function (3) with respect to the parameter \( \alpha_j \) of node \( t_j \) yields

\[
\frac{\partial R_{\text{train}}(T)}{\partial \alpha_j} = \frac{1}{N_{\text{train}}} \sum_{n=1}^{N_{\text{train}}} -2(y_n - \overline{y}(\mathbf{x}_n)) \frac{\partial \overline{y}(\mathbf{x}_n)}{\partial \alpha_j} = 0.
\]

(10)

For a leaf node \( t_l \), the parameters \( \alpha_j \) are the coefficients in the linear fit \( \beta_l \). Using the expression

\[
\frac{\partial \overline{y}(\mathbf{x})}{\partial \beta_l} = \mu_l(\mathbf{x})\mathbf{\tilde{x}},
\]

(11)

where \( \mathbf{\tilde{x}} = \{1, x_1, \ldots, x_D\} \), equation (10) becomes

\[
\sum_{n=1}^{N_{\text{train}}} (y_n - \overline{y}(\mathbf{x}_n))\mu_l(\mathbf{x}_n)\mathbf{\tilde{x}}_n = 0,
\]

(12)

thus resulting in \( D + 1 \) equations. For an inner node, \( t_i \), the results are analogous to those in (21).
\[
\sum_{n=1}^{N_{\text{train}}} (y_n - \bar{y}(x_n)) \mu_i(x_n)(\bar{y}_i L(x_n) - \bar{y}_i R(x_n)) \frac{\partial \mu_L^{(i)}(x_n)}{\partial \xi_i} = 0,
\]

where \(\xi_i = \{-b_i a_i, b_i c_i\}\) are the parameters of the membership function, and

\[
\frac{\partial \mu_L^{(i)}(x_n)}{\partial \xi_i} = \bar{x} \mu_L^{(i)}(x)\mu_R^{(i)}(x).
\]

The solutions to the system of equations \((12)\) and \((13)\) are the parameters that characterize the optimized PLM tree. In this work, the optimization problem is solved by a quasi-Newton method (the Broyden-Fletcher-Goldfarb-Shanno algorithm \([17]\)). Because the prediction of the tree for any example is given by the combination of the predictions at each of the leaves and not by the individual predictions themselves, the estimations of the parameters of the linear models at the leaves are propagated upwards to the root node in order to obtain the values of \(\bar{y}_i(x_n)\) that are needed in the computation of \((3)\) and its derivatives.

4 Experiments

The objective of this section is to show how the design of a global optimization algorithm leads to an improvement in the performance of a regression tree. The algorithm was tested on a variety of data sets, both synthetic and real world data sets. The Housing and Servo are real-world data sets and were obtained from the UCI repository (ftp ics.uci.edu/pub/machine-learning-databases). The synthetic data sets focus on several regression problems in the presence of noise and/or irrelevant data. These data sets have been suggested by Cherkassky and Mulier (see Table \([11]\) \([12]\) and by Friedman \([9]\). The sets suggested by Friedman are

- Friedman #1: There are ten independent predictor variables \(x_1, \ldots, x_{10}\) each of which is uniformly distributed over \([0, 1]\). The response is given by

\[
y = 10 \sin(\pi x_1 x_2) + 20(x_3 - 0.5)^3 + 10x_4 + 5x_5 + N(0, 1).
\]

- Friedman #2, #3: They are both 4-variable data sets with

\[
y = (x_1^2 + (x_2x_3 - (1/x_2x_4))^2)^{1/2} + \epsilon_2
\]

\[
y = \tan^{-1}\left(\frac{x_2x_3 - (1/x_2x_4)}{x_1}\right) + \epsilon_3,
\]

where the variables are uniformly distributed over the ranges

\[
0 \leq x_1 \leq 100, \quad 20 \leq (x_2/2\pi) \leq 280, \quad 0 \leq x_3 \leq 1, \quad 1 \leq x_4 \leq 11.
\]

The noise variables \(\epsilon_2, \epsilon_3\) are distributed as \(N(0, \sigma_2^2), N(0, \sigma_3^2)\) with \(\sigma_2, \sigma_3\) selected to give 3:1 signal/noise ratios.
Table 1. Data set summaries for the first experiment (from Ref. [7]).

<table>
<thead>
<tr>
<th>Set</th>
<th>Attributes $x$</th>
<th>Function $f(x)$</th>
<th>Range</th>
<th>$\sigma_{\text{noise}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$x_1 = a^2$, $x_2 = b^2$, $x_3 = \cos(a^2 + b^2)$</td>
<td>$a + b$</td>
<td>$a, b \in [0, 1]$</td>
<td>0.1</td>
</tr>
<tr>
<td>2</td>
<td>$x_1 = a^2$, $x_2 = \sin b$, $x_3 = \cos(a^2 + b^2)$</td>
<td>$a b$</td>
<td>$a, b \in [0, 1]$</td>
<td>0.1</td>
</tr>
<tr>
<td>3</td>
<td>$x_1 = a^2$, $x_2 = (a^2 - 0.5)^2$, $x_3 = \cos(a^2 + b^2)$</td>
<td>$a$</td>
<td>$a, b \in [0, 1]$</td>
<td>0.1</td>
</tr>
<tr>
<td>4</td>
<td>$x_1 = \sin 2\pi a$, $x_2 = 2\pi a$</td>
<td>$a$</td>
<td>$a \in [0, 1]$</td>
<td>0.1</td>
</tr>
<tr>
<td>5</td>
<td>$x_1 = a$, $x_2 = \sin a$</td>
<td>$\cos a$</td>
<td>$a \in [-1, 1]$</td>
<td>0.05</td>
</tr>
<tr>
<td>6</td>
<td>$x_1 = a$, $x_2 = a^2$</td>
<td>$(1 - 0.5(a^2 + a^4))^{\frac{1}{2}}$</td>
<td>$a \in [-1, 1]$</td>
<td>0.05</td>
</tr>
<tr>
<td>7</td>
<td>$x_1 = x_2 = x_3 = a$</td>
<td>$(1 - a^2)^{\frac{1}{2}}$</td>
<td>$a \in [-1, 1]$</td>
<td>0.05</td>
</tr>
<tr>
<td>8</td>
<td>$x_1 = x_3 = a$, $x_2 = \cos a$, $x_4 = a^2$, $x_5 = a^3$</td>
<td>$\sin a$</td>
<td>$a \in [-1, 1]$</td>
<td>0.05</td>
</tr>
<tr>
<td>9</td>
<td>$x_1 = a$, $x_2 = \sin 2\pi a$</td>
<td>$\cos 2\pi a$</td>
<td>$a \in [-1, 1]$</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Table 2. Data set summaries for the second experiment.

<table>
<thead>
<tr>
<th>Set</th>
<th>Size</th>
<th>No. Inputs</th>
<th>$N_{\text{train}}$</th>
<th>$N_{\text{test}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Housing</td>
<td>506</td>
<td>13</td>
<td>455</td>
<td>51</td>
</tr>
<tr>
<td>Servo</td>
<td>167</td>
<td>4</td>
<td>150</td>
<td>17</td>
</tr>
<tr>
<td>Friedman #1</td>
<td>1200</td>
<td>10</td>
<td>200</td>
<td>1000</td>
</tr>
<tr>
<td>Friedman #2</td>
<td>1200</td>
<td>4</td>
<td>200</td>
<td>1000</td>
</tr>
<tr>
<td>Friedman #3</td>
<td>1200</td>
<td>4</td>
<td>200</td>
<td>1000</td>
</tr>
</tbody>
</table>

Both CART and the stepwise algorithm used to select the number of PLM variables have a tendency to prefer simple hypotheses. Following this philosophy, the global optimization algorithm only tunes the parameters corresponding to those variables that appear in the tree in the splits or in the linear models at the leaves. However, other possibilities are being considered.

Table 3 summarizes experiments with data sets with ($N_{\text{train}} = N_{\text{test}} = 300$) where the performance of the algorithm designed in this work is compared to different extensions of CART. The values reported are the root mean square errors normalized by the standard deviation of the realization of the noise. With this normalization, a perfect predictor would achieve a value of one. We observe that our algorithm gives very similar predictions than fuzzy CART, though for 7 of the data sets the predictions of our algorithm are better than the other extensions to CART. For the other two data sets (4 and 9), the results are within one standard deviation of the best result.

The decrease in size is remarkable. This is a consequence of the stepwise PLM character of the tree. The increased complexity of the predictions at the leaves is compensated with a reduction in the decision nodes, which implies a reduction in size. The size for the fuzzy versions is the same than for the non-fuzzy ones and is indicated in the third and sixth columns of Table 3.

The prediction quality is much better in the fuzzy versions of the CART algorithm. This is due to several advantages, namely:
Table 3. Results with $N_{train} = N_{test} = 300$.

<table>
<thead>
<tr>
<th>Set</th>
<th>CART</th>
<th>Fuzzy CART</th>
<th>Size</th>
<th>CART+PLM</th>
<th>Fuzzy CART+PLM</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.48 (0.06)</td>
<td>1.09 (0.03)</td>
<td>9.6 (1.8)</td>
<td>1.13 (0.03)</td>
<td>1.09 (0.06)</td>
<td>2.9 (0.3)</td>
</tr>
<tr>
<td>2</td>
<td>1.28 (0.07)</td>
<td>1.06 (0.03)</td>
<td>7.9 (1.1)</td>
<td>1.09 (0.04)</td>
<td>1.04 (0.01)</td>
<td>2.4 (0.7)</td>
</tr>
<tr>
<td>3</td>
<td>1.11 (0.04)</td>
<td>1.03 (0.03)</td>
<td>8.2 (0.9)</td>
<td>1.03 (0.02)</td>
<td>1.03 (0.02)</td>
<td>2.0 (0.0)</td>
</tr>
<tr>
<td>4</td>
<td>1.31 (0.13)</td>
<td>1.11 (0.08)</td>
<td>6.1 (2.0)</td>
<td>1.18 (0.14)</td>
<td>1.13 (0.09)</td>
<td>2.0 (0.0)</td>
</tr>
<tr>
<td>5</td>
<td>1.21 (0.07)</td>
<td>1.02 (0.02)</td>
<td>8.1 (1.3)</td>
<td>1.03 (0.02)</td>
<td>1.01 (0.01)</td>
<td>2.0 (0.0)</td>
</tr>
<tr>
<td>6</td>
<td>1.29 (0.08)</td>
<td>1.03 (0.02)</td>
<td>6.5 (0.7)</td>
<td>1.09 (0.04)</td>
<td>1.02 (0.01)</td>
<td>2.3 (0.5)</td>
</tr>
<tr>
<td>7</td>
<td>1.54 (0.11)</td>
<td>1.03 (0.02)</td>
<td>8.4 (1.1)</td>
<td>1.14 (0.05)</td>
<td>1.03 (0.02)</td>
<td>5.5 (1.3)</td>
</tr>
<tr>
<td>8</td>
<td>1.42 (0.11)</td>
<td>1.05 (0.04)</td>
<td>11.3 (0.9)</td>
<td>1.05 (0.03)</td>
<td>1.02 (0.01)</td>
<td>3.1 (1.7)</td>
</tr>
<tr>
<td>9</td>
<td>3.84 (0.30)</td>
<td>1.06 (0.03)</td>
<td>12.3 (0.8)</td>
<td>1.90 (1.25)</td>
<td>1.11 (0.09)</td>
<td>9.0 (4.0)</td>
</tr>
</tbody>
</table>

- The tree parameters are found through the optimization of a global cost function, in contrast to the greedy strategy used in the construction of standard decision trees.
- The functions are approximated continuously. The CART/PLM tree tries to adjust a linear model to the function in each region. There are no constraints between the boundaries of the different regions, thus yielding a discontinuous representation. This is not the case now. This also limits the tendency to overfitting.
- The notion of locality is recovered. Due to the introduction of smooth splits, data points very close to each other in the attribute space will have similar degrees of membership for each leaf.

In a second group of experiments, the performance of globally optimal CART regression trees is compared to ensemble algorithms, such as bagging [2] and smearing [5]. The data sets used in the second experiment are described briefly in Table 2 together with the training and test sizes for each of them. The numbers reported in Table 4 are averages over 10 independent runs of the algorithm and show the mean generalization error with its standard deviation between parentheses. The algorithm designed in this work is significantly better than bagging for all the data sets considered and better than smearing for 4 datasets, being second only in Friedman #1, but within one standard deviation from the best result. For the Servo dataset, the results from [5] are not shown due to unresolved discrepancies in the values [6].

The performance of Fuzzy CART trees with Linear Models at the leaves trees (Fuzzy CART+PLM) is systematically better than a Fuzzy CART tree alone (Fuzzy CART), although in some cases the results are not statistically significant. The reduced size of the trees generated and thus the interpretability of the predictions is also a factor to take into account.
Table 4. Root mean-square error estimates.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Fuzzy CART</th>
<th>Fuzzy CART+PLM</th>
<th>Bagging</th>
<th>Smearing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Housing</td>
<td>3.4 (0.3)</td>
<td>3.1 (0.3)</td>
<td>3.26</td>
<td>3.21</td>
</tr>
<tr>
<td>Servo</td>
<td>0.6 (0.2)</td>
<td>0.4 (0.2)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Friedman #1</td>
<td>2.5 (0.2)</td>
<td>2.30 (0.09)</td>
<td>2.50</td>
<td>2.24</td>
</tr>
<tr>
<td>Friedman #2</td>
<td>136 (9)</td>
<td>134 (7)</td>
<td>146</td>
<td>149</td>
</tr>
<tr>
<td>Friedman #3</td>
<td>0.15 (0.02)</td>
<td>0.149 (0.002)</td>
<td>0.158</td>
<td>0.153</td>
</tr>
</tbody>
</table>

5 Summary and Conclusions

A backpropagation algorithm to generate decision trees optimized with a global cost function has been applied to the problem of approximating an unknown real-valued function from data. The method takes as a starting point a CART regression tree extended with linear models at the leaves. In order to make optimization by analytic methods possible, the standard crisp splits of a CART tree are replaced by sigmoidal continuous splits. The predictions of the model are propagated from the leaves upward towards the root node in order to calculate the derivatives of the global cost function used in the optimization procedure. This backpropagation algorithm makes it possible to adjust the parameters of the tree so that, given the fixed tree structure, a minimum of the cost function is reached.

The introduction of continuous splits can be seen as giving the tree a fuzzy character. In regression problems, fuzzification has the advantage of yielding a continuous approximation to the unknown function recovering the notion of locality lost in the traditional decision-tree approximation. It also enlarges the expressive capabilities of the tree incorporating in the construction of symbolic learners the robustness and flexibility of connectionist ones. However, some interpretability is lost with respect to the clarity of a single tree.

The experiments carried out both in synthetic and real-world datasets show that the algorithm designed leads to a significant improvements with respect to the performance of standard CART trees, remaining robust to noise and irrelevant attributes. Its performance is also better than methods that involve a much greater number of parameters such as bagging and smearing.
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Abstract. When correct priors are known, Bayesian algorithms give optimal decisions, and accurate confidence values for predictions can be obtained. If the prior is incorrect however, these confidence values have no theoretical base – even though the algorithms’ predictive performance may be good. There also exist many successful learning algorithms which only depend on the iid assumption. Often however they produce no confidence values for their predictions. Bayesian frameworks are often applied to these algorithms in order to obtain such values, however they can rely on unjustified priors.

In this paper we outline the typicalness framework which can be used in conjunction with many other machine learning algorithms. The framework provides confidence information based only on the standard iid assumption and so is much more robust to different underlying data distributions. We show how the framework can be applied to existing algorithms. We also present experimental results which show that the typicalness approach performs close to Bayes when the prior is known to be correct. Unlike Bayes however, the method still gives accurate confidence values even when different data distributions are considered.

1 Introduction

In many real-world applications (such as risk-sensitive applications or those which rely on human-computer interaction) it is desirable to obtain confidence values for any predictions that are given. In most cases these confidence values are used as a filter mechanism, whereby only those predictions in which the algorithm has a certain confidence are predicted; other examples are rejected or possibly simply abstained from and passed on to a human for judgement. Many machine learning algorithms for the problems of both pattern recognition and regression estimation give confidence levels, and the Bayesian framework is often used to obtain such values. When applying the Bayesian framework one has to assume the existence of a (often strong) prior, which for real-world data sets is often chosen arbitrarily. If an incorrect prior is assumed an algorithm may give ‘incorrect’ confidence levels; for example, 95% predictive intervals can contain the true label with in much less than 95% of the time. For real-world applications this is a major failure, as one would wish confidence levels to bound the number of expected errors.
We therefore desire confidence values to be valid in the following sense. Given some possible label space $\mathcal{Y}$, if an algorithm predicts some set of labels $R \subseteq \mathcal{Y}$ with confidence $t$ for a new example which is truly labelled $y \in \mathcal{Y}$, then we would expect the following to hold over randomisations of the training set and the new example:

$$P(y \notin R) \leq 1 - t$$

(1)

Moreover, we prefer algorithms which give ‘nearly precise’ confidence values, that is values such that (1) approaches equality.

In this paper we outline the typicalness framework which can produce nearly precise confidence values for data which is independently and identically distributed. We compare methods within this framework to their Bayesian counterparts and show experimentally that when the correct prior is known the difference in performance of the two approaches is negligible; when an incorrect prior is given (or benchmark data is used) however, the Bayesian algorithms give inaccurate confidences, whereas those using typicalness remain valid and even nearly precise.

The rest of this paper is laid out as follows. In Section 2 we describe the typicalness framework. Sections 3, 4, 5 and 6 sketch algorithms for regression estimation and pattern recognition in both the Bayesian and typicalness frameworks. A more comprehensive treatment is given in [8]. In Section 7 we present some experimental results and our conclusions are in Section 8.

2 The Typicalness Framework

Here we give a brief outline of the typicalness framework. For more details, see [7, 11, 12]. Consider a sequence of examples $(z_1, \ldots, z_l) = ((x_1, y_1), \ldots, (x_l, y_l))$ drawn independently from the same distribution over $\mathcal{Z} = \mathcal{X} \times \mathcal{Y}$ where $\mathcal{Y}$ is some label space. We can use the typicalness framework to gain confidence information for possible labelings for a new example $x_{l+1}$. The idea is that we postulate some labels $\tilde{y}_{l+1}$ and for each one we examine how likely it is that all elements of the extended sequence $((x_1, y_1), \ldots, (x_l, y_l), (x_{l+1}, \tilde{y}_{l+1}))$ might have been drawn independently from the same distribution, or how typically iid the sequence is. The more typical the sequence, the more confident we are in $\tilde{y}_{l+1}$.

To measure the typicalness of sequences, we define, for every $n = 1, 2, \ldots$, a function $t : \mathcal{Z}^n \to [0, 1]$ which has the property

$$P((z_1, \ldots, z_n) : t((z_1, \ldots, z_n)) \leq r) \leq r$$

(2)

If such a function returns 0.1 or less for a particular sequence, we know that the sequence is unusual because such values will be produced at most 10% of the time by any iid process. This means that we can exclude labels that we consider to be ‘unlikely’ at some particular significance level, e.g. we can exclude all labels for the new example which would occur only 10% of the time or less.

It turns out that we can construct such functions by considering the ‘strangeness’ of individual examples. If we have some family of functions $f :$
\[ Z^n \times \{1, 2, \ldots, n\} \to \mathbb{R}, \quad n = 1, 2, \ldots, \] then we can associate some strangeness value \( \alpha_i \)

\[ \alpha_i = f(\{z_1, \ldots, z_n\}, i) \quad i = 1, \ldots, n \]

(3)

with each example and define the following typicalness function

\[ t((z_1, \ldots, z_n)) = \frac{\#\{\alpha_i : \alpha_i \geq \alpha_n\}}{n} \]

(4)

which can be proven to satisfy (2), provided that the strangeness function returns the same value for each example regardless of the order in which they are presented [9,12].

3 Regression Estimation

We will now consider some algorithms for regression estimation in the context of the Bayesian and typicalness frameworks before moving on to the pattern recognition setting.

Given a training sequence \((x_1, y_1), \ldots, (x_l, y_l)\) where \(x_i \in \mathbb{R}^d\) and \(y_i \in \mathbb{R}\) we choose to model the dependency \(y_i = f(x_i)\) as \(y_i = x_i \cdot w\) where \(w \in \mathbb{R}^d\). The well-known ridge regression procedure [3] recommends choosing \(w\) to achieve

\[ a||w||^2 + \sum_{i=1}^{l} (y_i - w \cdot x_i)^2 \to \min \]

where \(a\) is a positive constant (the ridge factor).

The method has a natural matrix representation: let \(Y\) be the vector of labels \(Y = (y_1, \ldots, y_l)\)' and \(X\) be the matrix formed from the training examples \(X = (x_1, \ldots, x_l)\)'.

We now wish to find \(w\) such that

\[ a||w||^2 + ||Y - Xw||^2 \to \min \]

Taking derivatives in \(w\) and rearranging we find this is achieved when

\[ w = (X'X + aI)^{-1}X'Y \]

(5)

so our ridge regression estimate of the label for some new point \(x_{l+1}\) is

\[ \tilde{y}_{l+1} = x'_{l+1}(X'X + aI)^{-1}X'Y \]

4 Bayesian Ridge Regression

We now give a Bayesian derivation of the ridge regression estimator. Suppose we have some data points \((x_1, y_1), \ldots, (x_l, y_l)\) and an unlabeled example \(x_{l+1}\). We assume that the unlabeled examples \(x_1, \ldots, x_{l+1}\) are fixed (deterministic) and the labels \(y_1, \ldots, y_l\) were generated by the rule

\[ y_i = w \cdot x_i + \xi_i \]

(6)
where \( \mathbf{w} \sim N(0, \frac{1}{a} I) \) and each \( \xi_i \sim N(0, 1) \). We would like to predict \( y_{l+1} \) under these assumptions. We should therefore predict

\[
y_{l+1} = \mathbf{x}_{l+1} \cdot \mathbf{w}_{\text{post}} + N(0, 1)
\]

where \( \mathbf{w}_{\text{post}} \) is chosen according to the distribution \( P(\mathbf{w}|(\mathbf{x}_1, y_1), \ldots, (\mathbf{x}_l, y_l)) \). Bayes rule gives us

\[
P(\mathbf{w}|(\mathbf{x}_1, y_1), \ldots, (\mathbf{x}_l, y_l)) \propto P(\mathbf{w}) P((\mathbf{x}_1, y_1), \ldots, (\mathbf{x}_l, y_l)|\mathbf{w})
\]

Recalling that the Normal distribution’s density is

\[
\frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(x-%222m)^2}{2\sigma^2}}
\]

equations (8), (7) and the multivariate form of (6) give us

\[
P(\mathbf{w}|(\mathbf{x}_1, y_1), \ldots, (\mathbf{x}_l, y_l)) \propto e^{-\frac{1}{2} a||\mathbf{w}||^2} \prod_{i=1}^{l} e^{-\frac{1}{2} (y_i - \mathbf{x}_i \cdot \mathbf{w})^2}
\]

\[
\propto e^{-\frac{1}{2} (a||\mathbf{w}||^2 + \sum_{i=1}^{l} (y_i - \mathbf{x}_i \cdot \mathbf{w})^2)}
\]

If we choose \( \mathbf{w} \) to maximise (10), which is equivalent to choosing \( \mathbf{w} \) such that

\[
a||\mathbf{w}||^2 + \sum_{i=1}^{l} (y_i - \mathbf{x}_i \cdot \mathbf{w})^2 \rightarrow \min
\]

we obtain exactly the same ridge regression estimator as in section 8.

Formula (10) can be written as

\[
e^{-\frac{1}{2} (\mathbf{w}'(X'X + a I)\mathbf{w} - 2Y'X\mathbf{w} + Y'Y)} \propto e^{-\frac{1}{2} (\mathbf{w} - \mu)'(X'X + a I)(\mathbf{w} - \mu)}
\]

where \( \mu \) is given by the right-hand side of (3), and the probability distribution of the multivariate Normal distribution is

\[
P(\mathbf{x}) \propto e^{-\frac{1}{2} (\mathbf{x} - \mu)'\Lambda^{-1}(\mathbf{x} - \mu)}
\]

where \( \mu \) is the mean of the distribution and \( \Lambda \) is the covariance matrix. Therefore the weight vector’s posterior distribution is

\[
P(\mathbf{w}|(\mathbf{x}_1, y_1), \ldots, (\mathbf{x}_l, y_l)) \sim N((X'X + a I)^{-1}X'Y, (XX' + a I)^{-1})
\]

and so the predictive distribution for a new example’s label \( y_{l+1} \) is

\[
y_{l+1} \sim N(\mathbf{x}_{l+1}'(X'X + a I)^{-1}X'Y, \mathbf{x}_{l+1}'(XX' + a I)^{-1}\mathbf{x}_{l+1} + 1)
\]

Ridge Regression has a well known dual formulation \( \mathbf{b} \), also known as Kriging, which allows the ‘kernel trick’ to be applied to find non-linear decision rules. The posterior for a new label’s classification in the dual form is

\[
\hat{y}_{l+1} \sim N(Y'(K + a I)^{-1}\mathbf{k}, \mathbf{b}(K + a I)^{-1}\mathbf{k} + 1)
\]

\( K \) is the kernel matrix defined by \( K_{i,j} = \mathcal{K}(\mathbf{x}_i, \mathbf{x}_j), \ i, j = 1 \ldots l + 1 \) where \( \mathcal{K} \) is some kernel function \( \mathcal{K} \), \( \mathbf{k} \) is the vector defined by \( \mathbf{k}_i = \mathcal{K}(\mathbf{x}_i, \mathbf{x}_{l+1}) \) and \( \mathbf{b} \) is the \( l + 1 \)-vector \( (0, \ldots, 0, 1)' \). A \( t\% \) confidence tolerance region for a label will lie between the \( \frac{1-t}{2}\% \) and \( \frac{1+t}{2}\% \) quantiles of the label’s posterior distribution.
5 Typicalness Tests for Regression Estimation

Now we consider applying the typicalness framework to the particular case of regression estimation. In this case our sample space is $Z = \mathbb{R}^d \times \mathbb{R}$. If we have some training sequence $((x_1, y_1), \ldots, (x_l, y_l))$ and a new example $x_{l+1}$ it is easy to find the typicalness of any postulated label $\hat{y}_{l+1}$. We use some regression algorithm whose predictions are independent of the order of training examples (e.g. ridge regression) to make predictions $\tilde{y}_1, \ldots, \tilde{y}_l, \tilde{y}_{l+1}$ on the basis of the training sequence extended with the new example and its postulated label $((x_1, y_1), \ldots, (x_l, y_l), (x_{l+1}, \hat{y}_{l+1}))$. We use the residuals to those predictions to find strangeness values:

$$\alpha_i = |y_i - \tilde{y}_i|$$

and then use equation (11) (with $n = l + 1$) to find the typicalness of $\hat{y}_{l+1}$.

In regression however, we are not interested in the typicalness of a single label, our confidence information should take the form of a set of possible labels admissible at some confidence level. That is, we consider a set of labels $R \subseteq \mathcal{Y}$ such that

$$t((x_1, y_1), \ldots, (x_l, y_l), (x_{l+1}, \hat{y})) \leq r \quad \forall \hat{y} \notin R, r \in [0, 1]$$

and return our confidence in the set as being at least $100(1 - r)\%$. In statistics such a set is often called a tolerance region. Probably we will most often have some particular confidence level in mind (e.g. 95%) and will wish to predict some tolerance region in which we have at least that much confidence. Obviously, in order to find such a region we cannot consider all possible $\hat{y}$.

5.1 Ridge Regression Confidence Machine

There exists an efficient application of the typicalness framework to ridge regression, the Ridge Regression Confidence Machine (RRCM), which allows tolerance regions to be found for any particular confidence level without considering all possible labelings of the new example. For details of the algorithm see [5].

The algorithm works by partitioning the real line into a set of intervals, each of which has uniform typicalness. This avoids the problem of having to explicitly consider all possible values for $\hat{y}$. For any particular confidence level $r\%$, the algorithm returns a union of these intervals that have typicalness $> 1 - \frac{r}{100}$.

6 Pattern Recognition

In this section we briefly describe two algorithms which provide confidence values for pattern recognition tasks. One is Bayesian Transduction [11] which can be shown to approximate the Bayes optimal decision; the other uses the typicalness framework in conjunction with a kernel perceptron (which is equivalent to a Support Vector Machine with no threshold).
6.1 Bayesian Transduction

The Bayesian Transduction (BT) algorithm [1] is a transductive algorithm which uses Bayes Point Machines [2] as a basis. The idea behind the algorithm is as follows. Suppose we have a training sequence \( S = (x_1, y_1), \ldots, (x_l, y_l) \) where \( x_i \in \mathbb{R}^d \) and \( y_i \in \{\pm 1\} \). Assume that our hypothesis space \( \mathcal{H} \) is the class of kernel perceptrons, where decision functions are given by

\[
f_w(x) = \text{sign}(w \cdot \phi(x)) = \text{sign} \left( \sum_{i=1}^{l} \alpha_i K(x_i, x) \right)
\]

where \( w = (\alpha_1, \ldots, \alpha_l)' \), \( \phi(x) = (K(x_1, x), \ldots, K(x_l, x))' \), and \( K \) is a kernel function. We define the so-called version space as the set of all \( w \) which are consistent with the training sample

\[
V(S) = \{w | f_w(x_i) = y_i; (x_i, y_i) \in S; i = 1, \ldots, l\}^1
\]

Restricting \( ||w|| = 1 \) ensures uniqueness of index \( w \) for every \( f = f_w \in \mathcal{H} \). Note that the introduction of a test point \( x_{l+1} \) may bisect the volume \( V \) of version space into two sub volumes \( V^+ \) and \( V^- \), where \( V^+ \) is the volume of version space in which any perceptron would classify the test point as +1, and \( V^- \) is the volume where perceptrons predict a negative classification. When assuming a uniform prior over \( w \) and the class of perceptrons it is clear that the ratio \( p^+ = V^+/ (V^+ + V^-) \) is the posterior probability of labelling the test point as +1. An ergodic billiard can be used to obtain estimates for the volumes of version space which produce posteriors \( p^+ (p^-) \) which do not deviate significantly from the true expectation of \( p^+ (p^-) \).

For this paper we followed the algorithm given in [1] and used \( n = 1000 \) bounces for the billard, which bounds the deviation from the true posterior at \( e < 0.05 \) with a probability of 99%. If the prior assumptions are satisfied, then we would expect the predictions and confidence values assigned by the algorithm to be approximately Bayes-optimal.

6.2 Perceptron with Typicalness

The typicalness framework has recently been successfully applied to pattern-recognition Support Vector Machines [11,8]. As a comparison with BT, we will use the typicalness framework in conjunction with a kernel perceptron.

In order to obtain our confidences and predictions for a test example \( x_{l+1} \), we do the following:

1. Add \((x_{l+1}, 1)\) to our training sequence and run the kernel perceptron algorithm [2].
2. Use the resulting \( \alpha_i \) values (from the expansion of \( w \)) as the strangeness values, and use eq (11) to obtain \( t^+ \).

Note: \( ^1 \) It is assumed that there is a function \( f^* \) in the space \( \mathcal{H} \) such that for all \((x, y) \in S, y = f^*(x) \).
3. Repeat the above steps, but add \((x_{t+1}, -1)\) to the training sequence instead, and use (4) to obtain \(t^-\).

Once we have values for \(t^+\) and \(t^-\) we use the following: for every confidence level \(1 - r\), output as the prediction region

\[
R = \begin{cases} 
{-1, 1} & \text{if } t^+ > r \text{ and } t^- > r \\
{1} & \text{if } t^+ > r \text{ and } t^- \leq r \text{ (and vice versa)} \\
\emptyset & \text{if } t^+ \leq r \text{ and } t^- \leq r
\end{cases}
\]

7 Experimental Comparisons

In order to compare the Bayesian and typicalness frameworks’ performance, we generated artificial datasets from the prior distributions assumed by the Bayesian algorithms. We then generated a similar data set, using a different (incorrect) prior, and compared the results. We also include some results on benchmark data sets which are taken from the UCI machine learning repository.

The general experimental set-up was as follows. For all experiments, 100 training and 100 test points were randomly selected a total of 10 times. For the benchmark data sets, the training and testing examples were randomly drawn from the set of all data points.

7.1 Regression Estimation Experiments

For the toy dataset we generated data points drawn from a uniform distribution over \([-10, 10]^5\) and for each of the 10 datasets drew a vector \(w\) from a five-dimensional normal distribution \(N(0, I)\). That vector was then used to generate labels using the equation \(y_i = w \cdot x_i + N(0, 1)\). MATLAB implementations of both algorithms take about 15 minutes to run all 10 splits on a 600Mhz DEC Alpha processor. However more efficient implementations might show a gap in performance between the algorithms.

This data precisely meets the prior for Bayesian ridge regression with the ridge factor \(a = 1\). We also experimented on two benchmark datasets, the auto-mpg dataset and the Boston housing dataset. For each experiment, we show the percentage confidence against the percentage of labels outside the tolerance region predicted for that confidence level. The percentage outside the tolerance region should never exceed 100 minus the percentage confidence, up to statistical fluctuations. If we have two valid algorithms, we need some qualitative measure with which to compare them. One natural comparison for regression estimation is the width of tolerance regions. We also therefore plot the percentage confidence against the mean width of the tolerance regions predicted for that confidence level. We say that algorithms giving narrower tolerance regions are more accurate. Figure 1 shows results on the artificial data which was generated to meet Bayesian ridge regression’s prior. The top left graph shows that when Bayesian RR is run with \(a = 1\), fitting the prior, it generates valid tolerance regions. If we increase \(a\) however, a greater number of labels fall outside the tolerance regions. With \(a\) set to 10000, only about 15% of labels fall within a 90% tolerance region.
Comparing the Bayes and Typicalness Frameworks

Looking at the top right graph one can see that the tolerance region width is almost identical no matter how $a$ is set. This causes more and more errors to be made as the regularisation is increased. If we instead look at the RRCM’s performance (bottom graphs in Figure 1) we can see that the tolerance regions contain almost precisely $r\%$ of the labels for every confidence level $r$, independent of the setting of $a$.

These results show that the Bayesian algorithm only predicts tolerance regions valid in the sense of (1) when using the correct prior. As we change $a$ we are effectively changing the prior, and the tolerance regions degrade in terms of validity. The typicalness algorithm however makes no assumptions about the value of the ridge parameter and so makes valid (and indeed ‘nearly precise’) predictions independent of its value.

Figure 2 shows results from applying the algorithms to two real world datasets, with the ridge coefficient $a$ chosen so that a reasonable mean square error is obtained. The top graphs in the figure show that Bayesian ridge regression is overconfident on the auto-mpg dataset, predicting tolerance regions that are too narrow. The RRCM predicts valid tolerance regions, the top right graph shows that to do so it gives wider tolerance regions than Bayesian ridge regression. On the Boston housing dataset, Bayesian ridge regression is too con-
Fig. 2. Bayesian RR and RRCM applied to Auto mpg and Boston housing benchmarks

servative. The bottom left graph shows that its predicted tolerance regions are always valid, however it also shows that they are much wider than those given by the RRCM. As the RRCM’s tolerance regions are also valid, we prefer the more accurate RRCM’s predictions.

7.2 Pattern Recognition Experiments

In this section we compare the Bayesian-Transduction (BT) algorithm and the kernel perceptron when used within the typicalness framework. We ran experiments on two toy datasets, and the well-known heart data set.

For the artificial data, one dataset was created using a uniform prior over $\mathbf{w}$ such that $||\mathbf{w}|| = 1$ (this is the correct prior for BT). We generated 100 train and 100 test points uniformly in the range $[-10, 10]^5$ and then labeled all points with a $\mathbf{w}$ selected from the uniform prior, and repeated this process 10 times. For the second artificial data set we used a similar set-up to the one above, except that we added noise to our data from a normal distribution, and the experiments were run using an RBF kernel with $\sigma = 0.2$ (so the prior was no longer satisfied). To get an idea of the timings involved, all 10 splits took a total of 13 minutes when using BT (implemented in C++) and the typicalness
method took just over 7 minutes (in MATLAB). All experiments were run on a 233Mhz Dec Alpha. Both algorithms however have a naive implementation, and improvements in performance could be made.

In the case of pattern recognition our aim is once again to exclude labels which do not meet our confidence threshold. For a two class problem this means that we have four possible predictions; the label +1, the label −1, both labels \( \{+1,-1\} \) and the empty set \( \emptyset \). Hopefully our algorithm will only give one prediction for an example, however the other two cases also provide us with important information. Predicting the empty set indicates that we cannot make a prediction at the required confidence level and this can be used as a filter mechanism to perhaps indicate that a human should classify this example. Similarly predicting both labels indicates that it is not possible to reject a classification with that confidence level, and this could also be used as a filter. It is interesting to note that for confidence thresholds below 50%, the Bayesian method is always forced to make a non-empty prediction, whereas the typicalness method is not.

As in the regression case we plot two graphs; the first shows the percentage error achieved on the test set, and the second shows the number of ‘dual predictions’ made for each confidence level. We want our algorithms to be valid in the sense of (11) so we would not expect any points to lie above the \( y = x \) line in the first graph, again up to statistical fluctuations. Of course an algorithm can be trivially made valid by always predicting both labels (this corresponds to an infinitely wide tolerance region in the regression case), however we wish our algorithms not only to be valid but also to be more accurate (have narrower tolerance regions). The second graph therefore shows the number of dual predictions made for each confidence level and the lower this value the better. We are less interested in empty predictions, since there cannot be many of them (at most \( 100r\% \) at any confidence level \( 100(1-r)\% \), up to statistical fluctuations).

The top graphs in Figure 3 show results for data generated by a correct prior. Both algorithms give valid results for this data set. The bottom two graphs show the setting when an incorrect prior is used. In this case BT is overconfident and produces too many errors for many confidence levels; whereas the values given by typicalness are valid.

Figure 4 presents results on the heart data set. Once again BT is overconfident and produces a higher error rate than would be expected by the confidence rejection threshold. This is certainly not desirable in a real-world application, for a 95% threshold you would not expect the error rate to be much above 5% of errors. Notice how once again the typicalness method gives valid confidence values, with error rates at certain thresholds never in great excess of the values expected.

8 Conclusions

In this paper we presented a comparison of the Bayesian and typicalness frameworks. We highlighted the need for algorithms to produce valid (and ideally ‘nearly precise’) confidence values and outlined the typicalness framework which can be used in conjunction with many machine learning algorithms to achieve this goal. We have shown that the typicalness framework can be easily applied
Fig. 3. Bayesian Transduction (BT) and typicalness perceptron on data with a uniform prior (top), and a non-uniform prior (bottom).

Fig. 4. Bayesian transduction and typicalness perceptron on the heart benchmark

to existing well-known algorithms for both regression and classification problems. In our experimental results we have shown that when the prior is correct Bayesian methods perform well (as expected), however the difference in perfor-
mance to the methods using the typicalness framework (which does not rely on such priors) is negligible. When incorrect priors or real-world datasets are used, then Bayesian methods can be shown to produce ‘incorrect’ confidence values for their predictions, whereas the typicalness methods still produce valid and nearly precise confidence levels. Indeed, in almost all our experiments typicalness methods outperform their Bayesian counterparts in either validity or tightness of confidence intervals.
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Abstract. New laboratory technologies have made it possible to measure the expression levels of thousands of genes simultaneously in a particular cell or tissue. The challenge for computational biologists will be to develop methods that are able to identify subsets of gene expression variables that classify cells and tissues into meaningful clinical groups. Linear discriminant analysis is a popular multivariate statistical approach for classification of observations into groups. This is because the theory is well described and the method is easy to implement and interpret. However, an important limitation is that linear discriminant functions need to be pre-specified. To address this limitation and the limitation of linearity, we developed symbolic discriminant analysis (SDA) for the automatic selection of gene expression variables and discriminant functions that can take any form. We have implemented the genetic programming machine learning methodology for optimizing SDA in parallel on a Beowulf-style computer cluster.

1 Introduction

New laboratory technologies such as DNA microarrays [1], the serial analysis of gene expression (SAGE) [2], and protein mass spectrometry [3] have made it cost-effective and efficient to measure the relative expression levels of thousands of different genes in cells and tissues. The availability of massive amounts of gene expression information afforded by such technologies presents certain statistical and computational challenges to those hoping to use this information to improve our understanding of the initiation, progression, and severity of human diseases. Current statistical and computational methods such as linear discriminant analysis are simplistic and inadequate. Linear discriminant analysis [4] is a multivariate statistical classification procedure that linearly combines measurements on multiple explanatory variables into a single value or discriminant score that can be used to classify observations. This method is popular because there is a solid theoretical foundation [5] and it is easy to implement and interpret [6]. However, an important limitation is that the linear discriminant functions need to be pre-specified and only the coefficients for each linear predictor are estimated from the data. This limitation is not unique to linear discriminant
analysis. Linear, polynomial, and logistic regression also require a pre-specified model [7].

Symbolic regression was developed by Koza [8] as a means of identifying regression equations that do not need to be pre-specified. Identification of optimal symbolic regression models is accomplished using the genetic programming machine learning methodology, an approach that is capable of generating creative solutions to a particular problem because it is not limited by human preconceptions about what the solution should look like [9]. Symbolic regression applications have included the discovery of trigonometric identities [8], econometric modeling [8], forecasting power demand [10], and modeling chemical process systems [11,12].

The goal of the present study was to develop a symbolic discriminant analysis approach by extending symbolic regression and parallel genetic programming to identify optimal linear or nonlinear discriminant functions and coefficients. We applied this new supervised classification method to identifying combinations of gene expression variables that differentiate acute myeloid leukemia (AML) from acute lymphoblastic leukemia (ALL) using the data collected and analyzed by Golub et al. [13].

2 A Review of Linear Discriminant Analysis

Sir Ronald Fisher developed linear discriminant analysis (LDA) as tool for classifying observations using information about multiple variables [4]. Consider the case in which there are two groups with n1 and n2 observations and k variables measured per observation. Fisher suggested forming linear combinations of measurements from multiple variables to generate a linear discriminant score \( l \) that takes the form

\[
l_{ij} = \alpha_1 x_{ij1} + \alpha_2 x_{ij2} + \ldots + \alpha_k x_{ijk} \tag{1}\]

for the \( i \)th group and the \( j \)th observation in that group where each \( \alpha \) is a coefficient and each \( x \) is an explanatory variable (e.g. gene expression variable). The goal of LDA is to find a linear combination of explanatory variables and coefficient estimates such that the difference between the distributions of linear discriminant scores for each group is maximized.

Classification of observations into one of the two groups requires a decision rule that is based on the linear discriminant score. For example, if \( l_{ij} \leq l_{o} \) then assign the observation to one group and if \( l_{ij} > l_{o} \) then assign the observation to the other group. When the prior probability that an observation belongs to one group is equal to the probability that it belongs to the other group, \( l_{o} \) can be defined as the median of the linear discriminant scores for both groups. When the prior probabilities are not equal, \( l_{o} \) is adjusted appropriately. Using this decision rule, the classification error for a particular discriminant function can be estimated from the observed data. When combined with cross-validation or independent data, the prediction error can be estimated as well.
3 Symbolic Discriminant Analysis

An obvious limitation of LDA is the need to pre-specify the linear discriminant function. Additionally, optimal classification of observations into groups may not be possible with a linear combination of explanatory variables. To address these limitations, we developed a method called symbolic discriminant analysis (SDA) that is able to identify the optimal functional form and coefficients of the discriminant function that may be linear or nonlinear. The SDA approach is inspired by the symbolic regression approach of Koza [8].

The goal of Koza’s symbolic regression [8] is to identify a mathematical function or equation, in symbolic form, that fits a set of numerical data. Functionally, symbolic regression equations take the form of a computer program that accepts input values from one or more independent or explanatory variables and produces predictions for the dependent variable as output. These symbolic regression equations are represented as binary expression trees. Each binary expression tree is rooted with a mathematical function called a node. Each node or tree branch is connected to another node or ends with a connection to a terminal representing one of the independent variables. The number of vertical levels in the tree that contain at least one node is referred to as the tree depth. In general, increasing the number of levels in the tree increases the size and complexity of the symbolic regression equations.

The first step in implementing symbolic regression is to decide which mathematical functions (e.g. +, -, /, *, log, etc.) will comprise the function set. Additionally, the list of predictor or explanatory variables (e.g. $X_1$, $X_2$, $X_3$, etc.) that will comprise the terminal set must also be established. Random constants can be added to the terminal set to allow coefficients to be estimated. Once the function and terminal sets are defined, the next step is to identify the combination of functions and explanatory variables that minimize the sum of the squared differences between the output or predicted values and the observed values of the dependent variable. When the number of potential symbolic regression models is effectively infinite, machine learning methods must be employed (see Section 4).

With SDA, the binary expression tree or symbolic equation is used to generate symbolic discriminant scores for each observation in each group. Once the symbolic discriminant scores are generated, the classification error can be estimated as described in Section 2. In this study, the function set consisted of addition, subtraction, division (protected from division by zero), and multiplication. The terminal set consisted of approximately 7100 gene expression variables from the human leukemia dataset [13]. This number of explanatory variables presents an extraordinarily large search space.

4 Parallel Genetic Programming

Genetic or evolutionary algorithms, neural networks, case-based learning, rule induction, and analytic learning are some of the more popular paradigms in
machine learning [14]. Genetic algorithms perform a beam or parallel search of the solution space that is analogous to the problem solving abilities of biological populations undergoing evolution by natural selection [15,16]. With this procedure, a randomly generated ‘population’ of solutions to a particular problem are generated and then evaluated for their ‘fitness’ or ability to solve the problem. The highest fit individuals or models in the population are selected and then undergo ‘recombination’ or exchanges of model pieces. Recombination generates variability among the solutions and is the key to the success of the beam search just as it is a key mechanism of evolution by natural selection. Following recombination, the models are reevaluated and the cycle of selection, recombination, and evaluation continues until an optimal solution is identified. A limitation of genetic algorithms is that the solutions or models must be represented by one-dimensional binary arrays or ‘chromosomes’. Thus, these algorithms lack some flexibility. Koza [8] has addressed this by developing genetic programming which operates on computer programs rather than binary arrays. This advance opened the door for the optimization of problems ranging from robotics to electronic circuit discovery [9].

As with any machine learning methodology [14], genetic programming is not immune to stalling on local optima [17]. To address this issue, distributed or parallel approaches to genetic programming have been implemented [8,17,18]. Here, multiple genetic programming populations are generated each evolving semi-independently. At regular iterative intervals, the best solution obtained by each population is migrated to all other populations. Thus, if one population stalls on a local optimum, its search can be rekindled by the immigration of good solutions from other regions of the search space. Parallel genetic programs are conveniently implemented on parallel computer clusters where each population evolves on a single node or processor with migration occurring to other nodes via message-passing [19].

We used parallel genetic programming in the present study to optimize the selection of symbolic discriminant functions and gene expression variables. We implemented the parallel genetic programming by integrating the lil-gp software package [20] with the parallel virtual machine (PVM) message-passing library [19]. The parallel genetic program was run on two nodes of the VAnderbilt Multi-Processor Integrated Research Engine or VAMPIRE, a 55 node Beowulf-style parallel computer system running the Linux operating system. Each node has two Pentium III 600Mhz processors, 256 Mb RAM, a network card, and a 10 Gb hard drive. A total of two populations were used each consisting of 200 individuals. We allowed the genetic programs to run a total of 100 iterations with migration between each population every 25 iterations. A recombination frequency of 0.6 was used along with a mutation frequency of 0.02. We limited all binary expression trees to a node depth of six to prevent symbolic discriminant functions from becoming too large to interpret.
5 Data Analysis

Two independent human leukemia datasets were available for analysis [13]. We selected this dataset because previous class prediction methods have been applied with marginal success [13]. The first dataset consists of 38 acute myeloid leukemia (AML) and acute lymphoblastic leukemia (ALL) samples and was used to develop symbolic discriminant functions of the gene expression variables. We used a leave-one-out cross validation strategy with the parallel genetic programming to select symbolic discriminant functions with low classification and prediction errors. For each 37/38 of the data, we ran the parallel genetic program and selected the resulting model that minimized the misclassification rate and correctly predicted the class membership of the single observation left out of the training step. Optimal symbolic discriminant functions were then evaluated for their predictive ability using the independent dataset consisting of 34 AML and ALL samples. All of the approximately 7100 gene expression variables were available for possible inclusion in a model.

6 Results

We identified two ‘near-perfect’ symbolic discriminant functions that correctly classified 38 out of 38 (100%) leukemia samples in the training dataset and correctly predicted 33 out of 34 (97.1%) leukemia samples in the independent second dataset. Additionally, we identified 16 ‘very good’ models that correctly classified 38 out of 38 (100%) in the training dataset and correctly predicted 32 out of 34 (94.1%) in the independent dataset. The first near-perfect symbolic discriminant function had four different gene expression variables while the second had just two. Each had different combinations of gene expression variables and different mathematical functions suggesting that there may be many subsets of gene expression variables that define leukemia type. For example, the first discriminant function had the form

\[ X_{2555} \ast (X_{1153} + X_{2289} + X_{3193}) \] (2)

while the second had the form

\[ X_{1835} + X_{2546} \] (3)

The binary expression trees for these two symbolic discriminant functions are illustrated in Figure 1 while boxplots of the discriminant scores are illustrated in Figure 2. For the first model (2), the genes identified were a testis-specific cDNA on chromosome 17q (X_{2555}), erythroid beta-spectrin (X_{1153}), adipins (X_{2289}), and nucleoporin 98 (X_{3193}). For the second model (3), the genes identified were CD33 (X_{1835}) and Rho-E (X_{2546}). Most of these genes are biologically related to leukemia or leukemia progenitor cells. For example, the erythroid beta-spectrin protein is a major component of red blood cell membranes and is expressed during normal erythropoiesis. The adipin gene is part of a chromosomal cluster
of genes that is expressed during myeloid cell differentiation and the nucleoporin 98 gene is located at a chromosomal breakpoint that is associated with AML. The CD33 gene encodes a differentiation antigen of AML progenitor cells and is a very well-know pathological marker of AML. Thus, from approximately 7100 different gene expression variables, SDA identified several genes with direct biological relevance to human leukemia. Further, the level of prediction accuracy obtained with these two symbolic discriminant functions was nearly perfect and significantly better than the class prediction methods of Golub et al. [13].

Fig. 1. Binary expression trees for model (1) on the left and model (2) on the right. Note that the nodes are arithmetic functions and the terminals are gene expression variables.

7 Discussion

This paper has presented symbolic discriminant analysis (SDA) for the identification and modeling of gene expression variables that can classify observations and predict clinical outcomes. This new approach to linear and nonlinear discriminant analysis is based on the building block idea of symbolic regression [8]. That is, we formed discriminant functions by selecting gene expression variables and mathematical functions of the gene expression variables. We implemented the genetic programming machine learning methodology [8,17] in parallel [18] to optimize selection of symbolic discriminant functions. Application of SDA to the problem of identifying symbolic discriminant functions of gene expression variables that classify and predict human leukemia types demonstrates the utility of this approach for both variable or feature selection and statistical modeling. This is particularly important for gene expression monitoring because as many as 10,000 or 15,000 gene expression variables are routinely being measured. Further, the relationship between different combinations of gene expression variables and clinical endpoints such as cancer type may be part of a very rugged fitness landscape.
Fig. 2. Boxplots representing the distributions of symbolic discriminant scores generated using model (1) on the left and model (2) on the right. Boxplots are presented for the training or classification dataset (n=38) and the testing or prediction dataset (n=34). The shaded box of each plot represents the interquartile range of the distribution, the white line represents the median, and the whiskers or brackets above and below each box represent the maximum and minimum values, respectively. Note that for the training datasets, the whiskers of the ALL and AML scores do not overlap. This reflects the correct classification of every observation.

7.1 What Are the Advantages of SDA?

There are two important advantages of SDA over traditional multivariate methods such as linear discriminant analysis \[15,16\] and multiple logistic regression \[21\]. First, SDA does not pre-specify the functional form of the model. For example, with linear discriminant analysis, the discriminant function must take the form of equation (1). This limits the models to linear additive functions of the explanatory variables. With SDA, the basic mathematical building blocks are defined and then flexibly combined with explanatory variables to derive the best discriminant function. In this study, we used the four basic arithmetic functions as building blocks. However, other functions such as square root, logarithm, exponential, and absolute value could have been used. In fact, virtually any function can be added to the list with little modification of the code. We selected the basic arithmetic function in this study to help facilitate interpretation of discriminant functions. Additionally, combining multiple arithmetic functions can approximate many other mathematical functions such as square root and logarithm.

The second advantage of SDA is the automatic selection of variables from a list of thousands. Traditional model fitting involves stepwise procedures that enter a variable into the model and then keep it in the model if it has statistically significant marginal or independent main effect \[7,21\]. Interaction terms are only evaluated for those variables that are already in the model. This deals with the combinatorial problem of selecting variables, however, variables whose effects are mostly through interactions with other variables will be missed. This may
be an unreasonable assumption for most complex biological systems. The SDA approach employs a parallel machine learning approach to selecting variables that permits interactions to be modeled in the absence of marginal effects. For example, the first 'near-perfect' model (2) identified from the leukemia dataset is a linear combination of interaction terms. No one variable contributes to the discriminant function independently of the others.

7.2 What Are the Disadvantages of SDA?

Although SDA has several important advantages over traditional multivariate statistical methods, there are several disadvantages. First, there is no guarantee that the genetic programming machine learning methodology will find the optimal solution. Heuristic searches tend to sacrifice finding an optimal solution in favor of tractability [14]. Implementing evolutionary-type machine learning algorithms in parallel certainly improves the chances of finding an optimal solution [17, 18], but it is not a certainty. This is due to the stochastic nature of how genetic programming operates. The initial populations of solutions are randomly generated and the recombination and mutation occurs at random positions in the binary expression trees. Further, there may be a stochastic component to how the highest fit individuals are selected. For these reasons, evolutionary-type algorithms should be run multiple times with multiple parallel populations.

A second disadvantage of this approach is the computational requirement. Linear discriminant analysis can be performed on a standard desktop workstation while SDA requires a parallel computer cluster for optimal performance. When the number of genes to be evaluated is large (e.g. n=5,000 or n=10,000), the power of a parallel computer is required. Although such systems are fairly inexpensive to build, the time investment to establish and manage a parallel computing farm may be prohibitive to some.

A third disadvantage is the complexity of the symbolic discriminant functions obtained. An attractive feature of linear discriminant analysis is the simplicity of the models, which facilitates interpretation. Although the two near-perfect models obtained using SDA in the present study were fairly simple, SDA has the potential to generate rather large complex models. If so desired, this can be handled in several ways. One solution is to limit the size of the binary expression trees that the genetic program can build and manipulate. In this study, we limited the size of the symbolic discriminant functions by limiting the depth of the binary expression trees to a maximum of six. An alternative solution is to simplify the mathematical functions used. For example, by limiting the functions to addition and subtraction, SDA becomes linear discriminant analysis with heuristic variable selection.

7.3 Other Machine Learning Approaches to SDA

We selected parallel genetic programming as a machine learning methodology for optimizing SDA for several reasons. Most importantly, genetic programming provided the necessary flexibility to use binary expression tree representation
of symbolic discriminant functions. Additionally, given the size and complexity of
the solution space, performing multiple hill-climbing-type searches in parallel
(i.e. a beam search) has a higher likelihood of success than a single hill-climbing
search [14]. However, with this in mind, genetic programming is not the only
option for optimizing SDA. For example, it might be advisable to carry out a
limited exhaustive search as an initial step. The second near-perfect symbolic
discriminant function (3) obtained during the analysis of the leukemia data was
a simple additive linear function of two variables with no corresponding coeffi-
cients. This function could have been identified by carrying out an exhaustive
search of the 25,201,450 possible pairwise combinations of gene expression vari-
bles. However, the first symbolic discriminant function (2), which contained
a completely different set of genes with multiplicative effects, would have been
missed.

Perhaps a more promising approach would be to combine the general search
features of parallel genetic programming with the local search features of simu-
lated annealing [22] or a stochastic search. For example, Krasnogor and Smith
[23] employed a stochastic search once the genetic algorithm had reached a con-
vergence state. Application of this new hybrid genetic algorithm seemed to im-
prove optimization of the traveling salesman problem and a protein folding prob-
lem. We will explore the use of a combined local search for optimizing SDA in
future studies.

8 Conclusions

We conclude from this study that the SDA approach provides a powerful alterna-
tive to traditional multivariate statistical methods for identifying gene expression
patterns that are predictive of a clinical endpoint. The advantages of SDA in-
clude the ability to automatically identify important subsets of gene expression
variables from among thousands of candidates and the ability to automatically
identify the most appropriate mathematical functions relating the gene expres-
sion variables to a clinical endpoint. We anticipate this will be an important
methodology to add to the repertoire of supervised pattern recognition and ma-
chine learning approaches for mining gene expression patterns.
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Abstract. Coordination is an important issue in multiagent systems. In
the stochastic game framework this problem translates to policy learn-
ing in a joint action space. This technique however suffers some im-
portant drawbacks like the assumption of the existence of a unique Nash
equilibrium and synchronicity, the need for central control, the cost of
communication, etc. Moreover in general sum games it is not always
clear which policies should be learned. Playing pure Nash equilibria is
often unfair to at least one of the players, while playing a mixed strat-
egy doesn’t give any guarantee for coordination and usually results in a
sub-optimal payoff for all agents. In this work we show the usefulness of
periodical policies, which arise as a side effect of the fairness conditions
used by the agents. We are interested in games which assume compe-
tition between the players, but where the overall performance can only
be as good as the performance of the poorest player. Players are social
distributed reinforcement learners, who have to learn to equalize their
payoff. Our approach is illustrated on synchronous one-step games as
well as on asynchronous job scheduling games.

1 Introduction

In multiagent systems the feedback experienced by an agent is usually influenced
by the actions taken by the other agents present in the same system. Therefore
modeling the other agents seems a natural thing to do. This leads to what is
called the joint action space approach. As we will discuss below this approach
suffers from some important drawbacks. On the other hand neglecting the pres-
ence of the other agents very often yields a suboptimal behavior of the global
system. This is for instance the case in systems where resources are limited, such
as job scheduling, routing and so on. In such systems agents should make agree-
ments on how to share the resources to obtain a global optimal behavior, see
\[.\] Since communication has its price, we are interested in finding an approach
where the communication between the agents can be kept low, yet yielding a
fair solution to all agents. In this paper we present an approach inspired by the
Homo egualis society described in sociology. The policy learned by the agents is
a periodical policy, meaning that agents learn to play a repetitive combination
of actions.

In many decision-making and strategy-settings people do not behave like the
self-interested ”rational” actors depicted in neoclassical economics and classical
Social Agents Playing a Periodical Policy

In a Homo equalis society, individuals have an inequality aversion. As a result altruism appear in ultimatum and public good games. As Gintis states in [2] support for Homo equalis comes from the anthropological literature, describing how Homo sapiens evolved in small hunter-gatherer groups. Such societies had no centralized structure of governance, so the enforcement of norms depends on the voluntary participation of peers.

In section 5 we will show how the objective of equalizing the utility can be incorporated into distributed reinforcement learning agents with only limited communication.

The rest of the paper is organized as follows. In section 2 we discuss the join action space approach and why we believe this is not a solution to learning in multi agent systems. In section 3 we briefly look at the special case of dominance solvable games. Section 4, deals with general sum games and why mixed policies are not the solution we are looking for. Section 5 introduces our approach of learning periodical policies, section 6 reports some experiments. Section 7 gives some ideas for future work and we conclude with section 8.

2 The Joint Action Space Approach

For learning in a multiagent system, two extreme approaches can be recognized. On the one hand, the presence of other agents, who are possibly influencing the effects a single agent experiences, can be completely ignored. Thus a single agent is learning as if the other agents are not around.

On the other hand, the presence of other agents can be modeled explicitly. This results in a joint action space approach which recently received quite a lot of attention [1,5,6].

2.1 What Is the Joint Action Space Approach

In the joint action space technique, learning happens in the product space of the set of states $S$, and the collections of action sets $A_1,\ldots,A_n$ (one set for every agent). The state transition function $T : S \times A_1 \times \ldots \times A_n \rightarrow P(S)$ maps a state and an action from every agent onto a probability distribution on $S$ and each agent receives an associated reward, defined by the reward function $R_i : S \times A_1 \times \ldots \times A_n \rightarrow P(\mathcal{R})$. This is the underlying model for the stochastic games, also referred to as Markov games in [1,11].

2.2 Drawbacks of the Joint Action Space Approach

The joint action space, is a safe technique in the sense that the influence of an agent on every other agent can be modeled. However the joint action space approach violates the basic principles of multi-agent systems: distributed control, asynchronous actions, incomplete information, cost of communication etc.
3 Learning Dominance Solvable Games

For some classes of games, the joint action space approach is complete overkill. Any game which is dominance solvable\textsuperscript{1} can be tackled successfully by distributed, asynchronous reinforcement learning agents. A successful learning scheme in this situation is the reward-inaction scheme, where actions are selected probabilistically and actions which return high payoffs are positively reinforced, \textsuperscript{8}. In fact what happens is an asynchronous, stochastic approximation of the well known iterated elimination of dominated strategies technique to obtain a Nash equilibrium strategy. In \textsuperscript{7} a class of games which are called maximum games are proven to be dominance solvable. For an example see Figure 1 (left). However what happens when there isn’t a Pareto dominant Nash equilibrium as in the Bach/Stravinsky game depicted in Figure 1 (middle). In the next section we discuss the use of a mixed policy for this case.

\begin{align*}
(9,11) & \quad (5,6) & \quad (1,0) \\
(5,6) & \quad (5,6) & \quad (5,6) \\
(1,0) & \quad (5,6) & \quad (1,0)
\end{align*}

\begin{align*}
(2,1) & \quad (0,0) & \quad (1,2) \\
(0,0) & \quad (1,2)
\end{align*}

\begin{align*}
(10,1) & \quad (0,0) \\
(0,0) & \quad (1,2)
\end{align*}

Fig. 1. Left: A maximum game of common interest. Middle: The Bach/Stravinsky game. Right: Variant of the Bach/Stravinsky game.

4 Mixed Policies for General Sum Games

An example of a game with more than one Nash equilibrium is the Bach-Stravinsky game in Figure 1 (middle). There are two Nash equilibria (2,1) and (1,2). None of the Nash equilibria is Pareto dominant since they represent conflicting objectives for the two agents. If in this case the distributed, non-communicating reinforcement learning approach should be applied, the strategy learned by the agents would converge to either of the Nash equilibria, see \textsuperscript{8}. If the strategy to which the agents converge is the first one then agent 1 has his maximal possible payoff, and agent 2 is left with a suboptimal payoff, and visa versa for the other Nash equilibrium.

For the Bach-Stravinsky game, there is also a unique mixed Nash equilibrium, which is, agent one playing Bach with probability $2/3$ and Stravinsky with probability $1/3$, and agent 2 playing Bach with probability $1/3$ and Stravinsky with probability $2/3$. The question is however, why should we like agents to learn this mixed strategy? If we compute the expected payoffs both agents receive in

\textsuperscript{1} A strategic game is dominance solvable if all players are indifferent to all outcomes that survive the iterative procedure in which all the weakly dominated actions of each player are eliminated, see \textsuperscript{11}.
this case, we get a payoff of 2/3 for both agents, so both get less than what they get in the pure Nash equilibria. So on the one hand mixed strategies are not necessarily better than pure strategies, on the other hand playing pure Nash equilibria is often unfair to one of the agents. This brings us to the next section where we introduce the notion of a periodical policy.

5 Learning Fair Periodical Policies

As already mentioned in the introduction the idea of learning periodical policies is inspired by the Homo equalis society from sociology. In a Homo equalis system, agents do not only care about their own payoff, but also about how it compares to the payoff of others. A Homo equalis agent may be willing to reduce his own payoff to increase the degree of equality in the group. On the other hand he is also displeased when receiving a lower payoff than the other group members. A Homo equalis society can be modeled following [3] where the utility function of player $i$, $u_i$ in an $n$-player game is:

$$u_i(x) = x_i - \frac{\alpha_i}{n-1} \sum_{j > x_i} (x_j - x_i) - \frac{\beta_i}{n-1} \sum_{j < x_i} (x_i - x_j)$$

(1)

Where $x = (x_i, \ldots, x_j)$ are the cumulative payoffs for each player respectively and $0 \leq \beta_i < \alpha_i \leq 1$. $\beta_i < \alpha_i$ reflects the fact that Homo equalis exhibits a weak urge to inequality when doing better than the others and a strong urge to reduce inequality when doing worse than the others.

This idea can be translated into distributed reinforcement learning agents with limited communication. First we concentrate on the second term in formula (1), i.e. the term expressing that agents with a higher payoff than other group members are willing to share some of their payoff with the less fortunate agents. This is realized as follows in the learning algorithm. Agents are distributed Q-learners who learn a stateless action function which is updated every game iteration with the immediate payoff they receive in the previous game. Without communication they start exploring their action space and as the agents are selfish utility optimizing reinforcement learners, the group will converge to a Nash equilibrium, [8]. After a given period of time a communication phase will take place in which all agents send their cumulative payoff as well as their average payoff collected in the last non-communication period, to each other. The agent who experiences the highest cumulative payoff and the highest average payoff in the last period will exclude the action he is currently playing so as to give the other agents the opportunity to converge to a more rewarding situation. In more formal terms, after convergence to one of the Nash equilibria, the hyperplane containing the action of the best performing agent is removed from the joint action space, and a new learning period is stared in which the resulting subspace is explored. During this new exploration phase there is again

---

2 One time unit corresponds to one game iteration.
no communication between the agents. After a while the group will converge to another Nash equilibrium and one of the other agents might have caught up with the former best agent. Again communication takes place and the currently "best" agent can be identified. If this is still the previous best agent nothing will happen. However if another agent has outperformed the previous best one, the latter will release again his excluded action. As a result another subspace is explored, and the group will seek for yet another Nash equilibrium. As a result agents play a periodical policy, they alternate between the different Nash equilibria of the game. Even in games were the different Nash equilibria do not give the same best payoff as in Figure 1 (right) the algorithm is able to alternate between the Nash equilibria such that the average payoff for all players is equalized. In Figure 2 the above described algorithm for learning fair periodical policies, is given in pseudo code.

6 Some Experiments

In this section we test the previous described algorithm on both synchronous and asynchronous games. Some preliminary results were already reported in [10]. To test the scalability of our approach in more complex action spaces, we also experimented with 3 to 5 player games with action spaces of 3 and 5 actions respectively.

The representatives of the synchronous type of games we tested are the Bach/Stravinsky game of Figure 1 (middle) and a variant shown in Figure 1 (right). In the variant game the Nash equilibrium (1,1) gives 5 times more payoff to player 1, than the Nash equilibrium (2,2) gives to player 2.

The asynchronous games we played are asynchronous network games of the common pool resource type [4] which were simulated in the QNAP2 network modeling language [14]. The simplest game being the job scheduling game depicted in Figure 3. This job scheduling game has two pure Nash equilibria: one player always chooses the common resource and the other one uses the private resource and vice versa. Note that the payoff should be minimized here. Although the common resource looks more interesting to use from an agents’ point of view (because it can handle the jobs more quickly on average), the benefit disappears when there is an overconsumption of the common good by all the agents.

6.1 Results on Symmetric Games

When the players use a Q-learning algorithm [13], they find in both games one of the Nash equilibria as is shown in the payoff each players receives, see Figure 4. The agent needs the average payoff over the previous period to determine whether he was playing his best Nash equilibrium in the last period or if someone else was trying to catch up, but actually needs more time to do so. In this case the social agent will keep his excluded action excluded. This because the average payoff of the last period is also communicated. This prevents a player to free an excluded action when another agent who is currently playing his best Nash equilibrium needs more time to catch up.
### INITIALIZATION

```plaintext
qValues := initialize_qValues();
payoff_all := initialize_payoffs();
last_payoff := initialize_payoff();
last_payoff_all := initialize_payoffs();
```

### NON-COMMUNICATION PHASE

```plaintext
action := select/explore ( qValues, actionSet);
immediate_payoff := environment ( actions );
cumulative_payoff := cumulate ( cumulative_payoff, immediate_payoff );
last_period_payoff := cumulate( last_period_payoff, immediate_payoff );
qValues := update ( qValues, immediate_payoff );
```

### COMMUNICATION PHASE

```plaintext
if (time_to_communicate) {
    communicate_to_all ( cumulative_payoff, last_payoff );
payoff_all := receive_from_all ( cumulative_payoff );
last_period_payoff_all := receive_from_all ( last_period_payoff );
if (not_equal_payoffs ( payoff_all )) {
    if (and (has_best_payoff ( payoff_all )))
        (has_best_payoff ( last_period_payoff_all)))
        actionSet := actionSet - best_action;
    else
        if (not (has_best_payoff ( payoff_all )))
            actionSet := original_actionSet;
        
INITIALIZATION;
}
}
```

Fig. 2. Pseudo code of the algorithm executed by each Homo egualis Q-learning player.

(top). The left column gives the result for the Bach Stravinsky game, the right column gives the results for the variant of the Bach/Stravinsky game. One of the players seems to win the game, while the other one performs sub-optimally. In both cases the learning rate $\alpha$ is 0.1.

When the Q-learning players use a Homo egualis argument, by setting up a communication channel between them, a periodic policy is learned which alternates between the different pure Nash equilibria of the game. See Figure 4 (left-middle) and Figure 4 (right-middle) for the equalization of the payoff. The average payoff to which they converge goes to the optimal, which is 1.5 for the standard Bach/Stravinsky game and 1.9 for the variant. For the Bach/Stravinsky game this proofs that both equilibria are played equally. While in the variant of this game, the Nash equilibrium $(2, 2)$ is played 9 times for every period
Fig. 3. A simple job scheduling game. Two agents can use either their private processor or a common processor. The agents generate jobs according to an exponential law with a mean value of 1.5 time units. Both the private processors handle the jobs with a time consumption chosen from an exponential distribution with mean value of 1 time unit, while the common processor works with a mean of 0.7 time units.

of play of the other Nash equilibrium (1, 1). Figure 4 (right-middle) shows that the period in which player 1 climbs is 1/9 of the period in which it drops. In the Bach/Stravinsky game communication was done every 50 time units, in the variant of the game communication size was every 100 time units.

Finally Figure 4 (left-bottom) and Figure 4 (right-bottom) gives the payoffs of the players when both players play their mixed Nash equilibrium strategy for the two symmetric games respectively. For both games the average payoff isn’t as good as for the periodical policy, and in the variant of the Bach/Stravinsky game the payoffs aren’t equalized at all.

6.2 Results on Asymmetric Games

In the asymmetric games, agents keep generating jobs independently of one another and feedback from the processors only arrives at certain time intervals. So the action selection isn’t synchronous anymore as in the previous games and reinforcement is delayed. Using synchronous communication and social rules as described by the Homo equalis condition, periodical policies equalizing the job turn around time can still be found.

Figure 5 shows the payoff for the agents in the job scheduling game of Figure 3 for respectively 2 Q-learners, 2 Homo equalis Q learners and 2 players playing their mixed Nash equilibrium. As in the synchronous games, 2 Q-learners converge to one of the Nash equilibria, meaning here one player can use the common processor while the other has to use his own. Two Homo equalis players however alternate between using the common and private processor separately. Remarkable to note is that while playing the periodic policy the players implicitly learn the policy for playing the mixed Nash equilibria off-line. When the mixed Nash equilibrium is played the payoff also has the tendency to be equalized, however the average payoff isn’t that good and in real-world situations where jobs may be relatively large, the discrete game may be approximated and the periodic policy may give more security for the players. Communication between 2 Homo equalis players is done every 2000 time units.
Fig. 4. Left: Bach/Stravinsky game. Top: the average payoff for 2 Q-learners, Middle: the average payoff for 2 Homo egualis Q-learners, Bottom: the average payoff for 2 players playing the mixed Nash equilibrium.
Right: Variant of the Bach/Stravinsky game. Top: the average payoff for 2 Q-learners, Middle: the average payoff for 2 Homo egualis Q-learners, Bottom: the average payoff for 2 players playing the mixed Nash equilibrium.


Fig. 5. Job scheduling game. Left: the average payoff for 2 Q-learners, Right: the average payoff for 2 Homo equalis Q-learners, Bottom: the average payoff for 2 players playing the mixed Nash equilibrium.

6.3 Results in More Complex Action Spaces

Our algorithm was also tested on games with more than two players and games in which each player has more than two actions. Figure 6 (left, up) shows the evolution of the payoff for an extension of the Bach/Stravinsky game to what we call the Bach/Stravinsky/Mozart game. There are now three Nash equilibria with payoff outcomes (2, 1, 1), (1, 2, 1) and (1, 1, 2) for respectively the joint actions (1, 1, 1), (2, 2, 2) and (3, 3, 3). In the same way we can extend this game to 5 players each having 5 actions and each preferring another equilibrium of the 5 available Nash equilibria. Figure 6 (left, bottom) gives the results for this further extended game. Communication is done every 100 time steps.

We also tested an extension of the job scheduling game of Figure 3. In this game there is a third agent sending jobs to either his private processor or the common one. The third agent generates jobs with the same load as the other ones and the private processor works as fast as the other private processors. The results of the synchronous simulation of this game and a further extended game to 5 players is found in Figure 6 (right). Communication here is done every 300 time steps.

In all these extensions, the action spaces are more complex than in the previous two player games, yet our algorithm still manages to equalize the payoffs. However these extensions reveal the importance of the length of the non-communication period. When the action space is more complex, it takes more time for the agents to coordinate and converge to a Nash equilibrium.

7 Future Work

At this point the Homo equalis player is implemented so that only when an agent receives a higher payoff than the other group members an effort is made to share some of their payoff with the less fortunate agents. The Homo equalis player described in [2] also has a strong urge to equalize the payoffs when being
Fig. 6. Left: The average payoff for 3 (up) / 5 (bottom) Homo equalis players in the extended Bach/Stravinsky game. Right: The average payoff for 3 (up) / 5 (bottom) Homo-equalis players in a synchronous version of the Job Scheduling game with 3 / 5 agents, 3 / 5 private processors and one common processor. A payoff of 10 is collected when using the common processor alone, while a payoff of 3 is collected while using the private processor.

on the bottom. This is reflected in the third term of equation (1). This term can be incorporated in the learning system by increasing the learning rate of agents who have a low accumulated utility compared to the others. This will give these poor agents a higher probability to pull the group towards their favorite Nash equilibrium. This has not been implemented yet, but we believe that this idea might be a solution to games where some Nash equilibria are found faster than others. Especially when concerned with games in complex action spaces and multiple players, convergence to a Nash equilibrium may take a while. Exploration should be done carefully and the non-communication part should be long enough for the equilibrium to be found and played. Here also the adaptation of the learning rate of the agents might speed up convergence. Maybe after a while the agent can learn the sequence of Nash equilibria to play.

We also assumed that the games we played had some pure Nash equilibria with conflicting concerns. Of course when this is not the case and a player feels that even when he is forced to a new Nash equilibrium which still favors the previous best player, a periodical policy is not the answer.
8 Conclusion

This work studied the fairness of strategies learned by agents in a game theoretic setting, whereby the game assumes competition between the players, but the overall performance can only be as good as that of the poorest player. The global goal is thus to equalize the payoffs of the players as well as possible. The chosen test cases are synchronous games and an asynchronous common good job scheduling game with pure Nash equilibria and a mixed Nash equilibrium. The pure equilibria are not fair in equalizing the payoff. The mixed equilibrium was shown not to be interesting in the synchronous game and not practical in the asynchronous game.

The solution proposed is for agents to learn a periodic policy in a Homo egualis society. Communication is needed only to compare performances and to reduce the action spaces to go find alternative Nash equilibria. In case the pure Nash equilibria don’t give the same payoff to all the players, our algorithm was able to learn the length of the period each agent needs to equalize the average payoff. As a side-effect the mixed Nash strategy is learned off-line while playing the period policy.

To conclude, in evolutionary terms, the difference between a periodic policy and a mixed one can be described by the difference between a mixed population of entities playing pure strategies and a population of entities playing mixed strategies, see [12].
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Abstract. Multiagent systems offer a new paradigm where learning techniques can be useful. We focus on the application of lazy learning to multiagent systems where each agent learns individually and also learns when to cooperate in order to improve its performance. We show some experiments in which CBR agents use an adapted version of LID (Lazy Induction of Descriptions), a CBR method for classification. We discuss a collaboration policy (called Bounded Counsel) among agents that improves the agents’ performance with respect to their isolated performance. Later, we use decision tree induction and discretization techniques to learn how to tune the Bounded Counsel policy to a specific multiagent system—preserving always the individual autonomy of agents and the privacy of their case-bases. Empirical results concerning accuracy, cost, and robustness with respect to number of agents and case base size are presented. Moreover, comparisons with the Committee collaboration policy (where all agents collaborate always) are also presented.

1 Introduction

Multiagent systems offer a new paradigm to organize AI applications. Our goal is to develop techniques to integrate lazy learning into applications that are developed as multiagent systems. Learning is a capability that together with autonomy is always defined as a feature needed for full-fledged agents. Lazy learning offers the multiagent systems paradigm the capability of autonomously learning from experience. In this paper we present a framework for collaboration among agents that use CBR and some experiments illustrating the framework.

A distributed approach for lazy learning in agents that use CBR (case-based reasoning) makes sense in different scenarios. Our purpose in this paper is to present a multiagent system approach for distributed case bases that can support these different scenarios. A first scenario is one where cases themselves are owned by different partners or organizations. These organizations can consider their cases as assets and they may not be willing to give them to a centralized “case repository” where CBR can be used. In our approach each organization keeps their private cases while providing a CBR agent that works with them. Moreover, the agents can collaborate with other agents if they keep the case
privacy intact and they can improve their performance by cooperating. Another scenario involves scalability: it might be impractical to have a centralized case base when the data is too big.

Our research focuses on the scenario of separate case bases that we want to use in a decentralized fashion by means of a multiagent system, that is to say a collection of CBR agents that manage individual case bases and can communicate (and collaborate) with other CBR agents. In this paper we focus on a collaboration policy (Bounded Counsel policy) that improve the individual performance of CBR agents without compromising the agent’s autonomy and the privacy of the case bases. We also present later the Committee policy for comparison purposes. These collaboration policies are a refinement of the general multiagent scenario of Cooperative CBR proposed in [10]. The collaboration policies presented here are strategies that CBR agents can follow to improve their individual performance in this framework.

The structure of the paper is as follows. Section 2 presents the collaboration policies the CBR agents can follow to improve their performance cooperating with other agents in a multiagent system. Then, section 3 presents the CBR method that the agents use in our current experiments. Section 4 presents the proactive learning process that allows the agents to generate the examples that characterize the collaboration states in the multiagent system and then learn to tune their individual collaboration policies. The experiments themselves are explained in section 5. The paper closes with related work and conclusion sections.

2 Policies for Cooperative CBR

A multiagent CBR (MAC) system $M = \{(A_i, C_i)\}_{i=1...n}$ is composed on $n$ agents, where each agent $A_i$ has a case base $C_i$. In the experiments reported here we assume the case bases are disjunct ($\forall A_i, A_j \in MAC: C_i \cap C_j = \emptyset$), i.e. there is no case shared by two agent’s case bases. This is just an experimental option and not a restriction on our model. In this framework we restrict ourselves to analytical tasks, i.e. tasks (like classification) where the solution is achieved by selecting from an enumerated set of solutions $K = \{S_1 \ldots S_K\}$. A case base $C_i = \{(P_j, S_k)\}_{j=1\ldots N}$ is a collection of pairs problem/solution.

When an agent $A_i$ asks another agent $A_j$ help to solve a problem the interaction protocol is as follows. First, $A_i$ sends a problem description $P$ to $A_j$. Second, after $A_j$ has tried to solve $P$ using its case base $C_j$, it sends back a message that is either :sorry (if it cannot solve $P$) or a solution endorsement record (SER). A SER has the form $\langle\{ (S_k, E^j_k) \}, P, A_j \rangle$, where the collection of endorsing pairs $(S_k, E^j_k)$ mean that the agent $A_j$ has found $E^j_k$ cases in case base $C_j$ endorsing solution $S_k$—i.e. there are a number $E^j_k$ of cases that are relevant (similar) for endorsing $S_k$ as a solution for $P$. Each agent $A_j$ is free to send one or more endorsing pairs in a SER record.

Before presenting the two policies for cooperative CBR, Committee and Bounded Counsel policies, we will introduce the voting mechanism.
2.1 Voting Scheme

The voting scheme defines the mechanism by which an agent reaches an aggregate solution from a collection of SERs coming from other agents. The principle behind the voting scheme is that the agents vote for solution classes depending on the number of cases they found endorsing those classes. However, we want to prevent an agent having an unbounded number of votes. Thus, we will define a normalization function so that each agent has one vote that can be for a unique solution class or fractionally assigned to a number of classes depending on the number of endorsing cases.

Formally, let $A^t$ the set of agents that have submitted their SERs to agent $A_i$ for problem $P$. We will consider that $A_i \in A^t$ and the result of $A_i$ trying to solve $P$ is also reified as a SER. The vote of an agent $A_j \in A^t$ for class $S_k$ is

$$\text{Vote}(S_k, A_j) = \frac{E^j_k}{c + \sum_{r=1}^{K} E^j_r}$$

where $c$ is a constant that on our experiments is set to 1. It is easy to see that an agent can cast a fractional vote that is always less than 1. Aggregating the votes from different agents for a class $S_k$ we have ballot

$$\text{Ballot}^t(S_k, A^t) = \sum_{A_j \in A^t} \text{Vote}(S_k, A_j)$$

and therefore the winning solution class is the class with more votes in total, i.e.

$$\text{Sol}^t(P, A^t) = \arg \max_{k=1 \ldots K} \text{Ballot}(S_k, A^t)$$

. We will show now two collaboration policies that use this voting scheme.

2.2 Committee Policy

In this collaboration policy the agents member of a MAC system $\mathcal{M}$ are viewed as a committee. An agent $A_i$ that has to solve a problem $P$, sends it to all the other agents in $\mathcal{M}$. Each agent $A_j$ that has received $P$ sends a solution endorsement record $\langle \{S_k, E^j_k\}, P, A_j \rangle$ to $A_i$. The initiating agent $A_i$ uses the voting scheme above upon all SERs, i.e. its own SER and the SERs of all the other agents in the multiagent system. The final solution is the class with maximum number of votes.

2.3 Bounded Counsel Policy

In this policy the agents member of a MAC system $\mathcal{M}$ try first to solve the problems they receive by themselves. Thus, if agent $A_i$ receives a problem $P$ and finds a solution that is satisfactory according to a termination check predicate, the solution found is the final solution. However, when an agent $A_i$ assesses that
its own solution is not reliable, the Bounded Counsel Policy tries to minimize
the number of questions asked to other agents in $\mathcal{M}$. Specifically, agent $A_i$ asks
counsel only to one agent, say agent $A_j$. When the answer of $A_j$ arrives the
agent $A_i$ uses the termination check. If the termination check is true the result
of the voting scheme is the global result, otherwise $A_i$ asks counsel to another
agent—if there is one left to ask, if not the process terminates and the voting
scheme determines the global solution.

The termination check works, at any point in time $t$ of the Bounded
Counsel Policy process, upon the collection of solution endorsement records
(SER) received by the initiating agent $A_i$ at time $t$. Using the same voting
scheme as before, agent $A_i$ has at any point in time $t$ a plausible solution
given by the winner class of the votes cast so far. Let $V^t_{max}$ be the votes
cast for the current plausible solution, $V^t_{max} = Ballot^t(Sol^t(P,A^t),A^t)$ and
$V^t_r = (\sum_{S_k \in K} Ballot(S_k,A^t)) - V^t_{max}$. The termination check is a boolean func-
tion $TermCheck(P,A^t)$ that determines whether there is enough difference be-
tween the majority votes and the rest to stop and obtain a final solution. In the
experiments reported here the termination check function (applied when there
are votes for more than one solution class) is the following

$$TermCheck(P,A^t) = \frac{V^t_{max}}{V^t_r} \geq \eta$$

i.e. it checks whether the majority vote $V^t_{max}$ is $\eta$ times bigger than the rest
of the ballots. After termination the global solution is the class with maximum
number of votes at that time.

Later in §4 we will show how the $TermCheck$ predicate can be learnt by each
individual agent. The results of using this “fixed” $TermCheck$ predicate (with
value $\eta = 3$) will be compared with the results of the learnt predicate in §5.

The collaboration policies described here have been implemented on the Noos
Agent Platform [8]. NAP consists of Noos, a representation language with sup-
port for case management and retrieval [1], and FIPA-compliant utilities for
agent interaction. A multiagent system in NAP consists on the individual agents’
capabilities (like CBR) plus a specification of the agent roles and interaction pro-
tocols in the framework of agent-mediated institutions [8]. Cases are represented
as feature terms in Noos and the next section introduces the CBR method used
in our CBR agents.

3 Case-Based Reasoning Agents

In this section we present LID, the CBR method used by agents. LID (Lazy
Induction of Descriptions) builds a symbolic description $D_P$ for a problem $P$ to
one or more cases in the case base [3]. In this framework, cases are structured and
they are represented in the formalism of feature terms and symbolic descriptions
are also built as generalizations [2]. We can consider $D_P$ as a similitude term
[2], i.e. a symbolic description of the similarities between a problem $P$ and the
retrieved cases $S_{DP}$. Also notice that a new similitude term is generated for each new problem.

An agent has a case base $C_i = \{(P_j, S_k)\}_{j=1}^{N_i}$ of classified cases that is used by LID. In order to classify a problem $P$ in one of those classes, LID builds a description $D_P$ such that

- $D_P$ is a partial description of $P$, i.e. $D_P \subseteq P$ ($D_P$ subsumes $P$).
- $D_P$ contains the most relevant features of $P$.
- $D_P$ induces a subset of the case base that satisfies that description: $S_{DP} = \{(P_j, S_k) \in C_i | D_P \subseteq P_j\}$; we call $S_{DP}$ the discriminatory set of $D_P$.

LID uses a top-down heuristic strategy to build the description $D_P$. LID uses an heuristic to determine which of the features present in $P$ are more relevant for the purpose of classifying $P$ correctly into a solution class in $K$. LID uses an heuristic\(^1\) that determines which feature $f$ is more discriminating with respect to the solution classes $K$. Then it adds $f$ to $D_P$ with the value $P,f = v$ (the value that $P$ has in feature $f$). Then LID only considers the subset of the case base defined by the discriminatory set $S_{DP}$ —the other cases are discarded. Using the new case base $S_{DP}$, LID uses the heuristic to determine which of the remaining features present in $P$ is most discriminatory and adds it to $D_P$. This process continues adding features to $D_P$ until the termination criterion is met.

The termination criterion is met a) if all cases in $S_{DP}$ are classified into a unique solution class $S_k$ or b) adding further features of $P$ into $D_P$ does not reduce the discriminatory set $S_{DP}$ to a set that has a unique solution class $S_k$.

When the termination is due to the second condition it means that the retrieved cases belong to more than one solution class, say problem $P$ may belong to a subset of solution classes ($S_P \subset K$). The answer of LID is the following:

- the solution to problem $P$ is one of the classes $S_k \in S_P$,
- the explanation of solution classes $S_P$ is that problem $P$ satisfies the description $D_P$,
- there are a number of cases endorsing each solution class $S_k \in S_P$ —namely the cases in $S_{DP}$ with solution $S_k$. All this cases have description $D_P$, in common with $P$.

In the framework of a single agent the multiplicity solutions can be resolved by adopting a majority criterion and then the CBR system gives as solution the solution class $S_k \in K$ with more number of endorsing cases. In the framework of multiagent CBR system the multiplicity solutions is managed by the cooperation policies explained in \([2]\).

4 Proactive Learning

We have seen that in the Bounded Counsel policy the agents need a definition for the termination check predicate. In the section \([2]\) we have defined the Term-\(^1\) See \([3]\) for a full explanation and evaluation of LID. The heuristic used is the RLM distance \([4]\), also used in \([2]\) as a heuristic to select the most discriminatory features.
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Check predicate with a user defined parameter \( \eta \), but probably a better approach is to let each agent to learn its own termination check predicates.

We are going to present an approach where each agent will take actions in order to obtain examples from which to learn its individual TermCheck predicate. A new stage is needed before the agents are ready to cooperate. In this stage, called the proactive learning stage, the agents will actively obtain the experience they need (a training set) through sending problems to some other agents and evaluating their results. From this experience each agent will learn a concrete definition of TermCheck (each agent learning it from its own training set). Specifically, each agent will learn a decision tree that will be used to assess when to terminate.

4.1 Defining the Examples

In order to learn the TermCheck predicate the agents need experience on the situations where TermCheck would be applicable. That is to say, each agent wants to learn when the result of the voting scheme will lead to the correct solution depending on the collection of SERs (solution endorsement records) that take part in the voting process.

Let's define the situations where TermCheck is applicable: Given an agent \( A_i \) that wants to solve a problem \( P \), and at a time \( t \) has asked counsel to a subset of agents \( \mathcal{A}^t \), \( A_i \) will have a set \( R_P^t \) of known SERs for the problem \( P \) at time \( t \), that includes all the SERs received from the agents in \( \mathcal{A}^t \) and the SER obtained by trying to solve the problem by \( A_i \). The agent \( A_i \) can obtain a winning class with the voting scheme of section 2.1. The termination check has to predict if \( \text{Sol}^t(P, \mathcal{A}^t) \) is the correct solution (and thus \( A_i \) won’t need the counsel of more agents) or not.

We will call this a voting situation, and it is defined by the set of endorsing pairs \( E_P^t = \{(S_k, E_k^t)\} \) that take part in the voting process. We will characterize a voting situation \( E_P^t \) by several attributes: \( V_{\text{max}}^t \), the votes for the most voted solution, \( V_r^t \), the votes for the rest of solutions, and \( \rho = V_{\text{max}}^t / (V_{\text{max}}^t + V_r^t) \), the ratio between the most voted solution and the total number of votes.

We will use these three attributes to define our examples. Specifically, a \( v \)-example is defined by the three attributes above \( v = (V_{\text{max}}^t, V_r^t, \rho) \). Each \( v \)-example belongs to the positive class (+) when \( \text{Sol}^t(P, \mathcal{A}^t) \), the most voted solution, is equal to the correct solution —otherwise it belongs to the negative class (−). In this way we have a classification problem with two classes: (+, \( V_{\text{max}}^t, V_r^t, \rho \)) and (−, \( V_{\text{max}}^t, V_r^t, \rho \)). In other words, a positive \( v \)-example characterizes a voting situation where there is no need of asking counsel to more agents and a negative \( v \)-example characterizes a voting situation where the agent do need the counsel of more agents.

4.2 Obtaining the Training Examples

Since every \( A_i \) has a case-base (collection of problems with known solution), \( A_i \) can obtain \( v \)-examples of voting situations from which to learn the termination
check. Sending those problems to the other agents an agent $A_i$ can then assess the correctness of the voting processes derived from the SERs received from those agents. Thus, an agent $A_i$ obtains a training set for $TermCheck$ as follows:

1. Choose a subset $B_i$ of cases from its own case-base $B_i \subseteq C_i$.
2. For each problem $P$ in $B_i$
3. $A_i$ sends $P$ to a subset $A^S$ of the other agents.
4. $A_i$ solves $P$ by itself by a leave-one-out method, i.e. it solves $P$ using $C_i - P$ as case-base.
5. With the set $R^S_P$ of SERs obtained in steps 3 and 4, $A_i$ builds $\nu$-examples of voting situations.

Note that from the collection $R^S_P$ of SERs obtained in step 5 we can build more than one $\nu$-example. In fact we can build a $\nu$-example for any possible non empty subset $R^S_P \subseteq R^S_P$. Thus, step 5 is decomposed in 3 substeps:

1. Choose a collection $\mathcal{R}$ of non empty subsets of $R^S_P$, i.e. $\mathcal{R} \subseteq \mathcal{P}(R^S_P)$
2. For each voting situation $R^x_P \in \mathcal{R}$ let $\nu^x = (V^{\max}_x, V^x_r, \rho)$ be the example characterizing that situation.
3. If the most voted solution class is the correct class, build a positive example $(+, (V^{\max}_x, V^x_r, \rho))$ otherwise build a negative example $(-, (V^{\max}_x, V^x_r, \rho))$.

The collection $\mathcal{R}$ chosen in step 1 depends on the number of agents involved. In our experiments we have chosen collections that amount to generate a number of approximately 5,000 $\nu$-examples. The result of this process on all $P \in B_i$ is a collection of examples that form the training set $\mathcal{T}_i$ for learning $TermCheck$.

### 4.3 Learning the Termination Check

Once an agent $A_i$ has enough $\nu$-examples, it can learn a good $TermCheck$ predicate. In our experiments we have used all cases $B_i = C_i$ and all agents $A^S = \{A_1, \ldots, A_n\}$. The agents learn $TermCheck$ using a decision tree algorithm with a discretization technique for the numeric attributes.

To build the decision tree $T_i$, each agent $A_i$ does the following with its own training set $\mathcal{T}_i$:

1. For each attribute $a \in \{V_c, V_r, \rho\}$ find the best cut point $\kappa$ (in the sense of maximizing the information gain) that divides $\mathcal{T}_i$ in two subsets, one with the examples that have $Value(a) < \kappa$ and another with the examples that have $Value(a) \geq \kappa$.
2. Select the attribute $a$ that has obtained the best information gain, and repeat the process for each one of the two resulting subsets of examples and the remaining attributes.

Note that with only three attributes characterizing the examples the tree will have at most depth 3. In this condition it is unavoidable to have a mix of positive and negative examples in each leave. In the Figure 1.a shows a decision
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4.4 Proactive Bounded Counsel

An agent $A_i$ solving a problem $P$ uses the decision tree $T_i$ as $\text{TermCheck}$ every time it asks the counsel to a new agent. If $\text{TermCheck}$ returns true $A_i$ terminates and yields as result the solution class with maximum votes in the current voting situation—otherwise $A_i$ will ask a new agent for counsel. $A_i$ assess every voting situation building its corresponding characterization $t = (V_{t}^{\text{max}}, V_t^r, \rho)$ and then uses $T_i$ to classify it. The result is that $T_i$ will classify $t$ in some leaf $l$ with negative class probability $N_l$.

Now $A_i$ would want to ask counsel of another agent if the probability of the current result of the voting process to be incorrect is high. Thus, each $A_i$ has a threshold $\nu$ such that if $N_l \geq \nu$ it considers that the probability of being incorrect is too high and decides to ask counsel to another agent, and if $N_l < \nu$ it considers that the current solution is good enough and the process terminates. Thus, $\nu$ determines the degree of confidence that $A_i$ wants to have about a solution before answering it without asking counsel to more agents. That is to say, we want at most a predicted probability of error of $\nu$. Constant $\nu$ has been fixed to 0.05 for all the agents in our experiments. This means that $\text{TermCheck}$ predicts that the solution given will be the correct with a probability of 0.95.

If we look at Figure 1 we can see that with $\nu = 0.05$ only one leaf has $N_l < \nu$ (the seventh leaf with $N_l = 0.03$). However, notice that most of the examples (2923 of the 5600, i.e. 52.2%) belong to that leaf.
5 Experimental Results

In this section we want to analyze how the collaboration policies improve the agents performance with respect to the isolated agents scenario, where the agents do not cooperate and each agent tries to solve the problem by itself. We experiment with with multiagent systems composed of 3 to 7 agents. The purpose of varying the number of agents is to assess how well behave the collaboration policies when data is more fragmented.

We use the marine sponge identification (classification) problem as our test bed—this data set was also used to assess the relational inductive method INDIE in [2]. Sponge classification is interesting because the difficulties arise from the morphological plasticity of the species, and from the incomplete knowledge of many of their biological and cytological features. Moreover, benthology specialists are distributed around the world and they have experienced different benthos that spawn species with different characteristics due to the local habitat conditions.

In order to compare the performance of the three policies, we have designed an experimental suite with a case base of 280 marine sponges pertaining to three different orders of the Demospongiae class (Astrophorida, Hadromerida and Axinellida). In an experimental run, training cases are randomly distributed to the agents (without repetitions, i.e. each case will belong to only one agent case base). In the training phase, problems arrive randomly to one of the agents. The goal of the agent receiving a problem is to identify the correct biological order given the description of a new sponge.

The experimental setting allows us to compare the collaboration policies behavior with different number of agents. For instance, in the 3 agents scenario, an agent has about 84 cases (about 28 cases per class)—while in the 7 agents scenario, an agent has about 36 cases (about 12 cases per class). The results presented here are the result of the average of 5 10-fold cross validation runs.

Figure 2 plots the accuracy of the three collaboration policies compared with respect to the accuracy of isolated agents. Clearly, any collaboration policy is
Table 1. Cost comparison of Bounded Counsel, Proactive Bounded Counsel, and Committee policies.

<table>
<thead>
<tr>
<th>Policy</th>
<th>3 Agents</th>
<th>4 Agents</th>
<th>5 Agents</th>
<th>6 Agents</th>
<th>7 Agents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Isolated Agents</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Bounded</td>
<td>1.43</td>
<td>1.59</td>
<td>1.71</td>
<td>1.89</td>
<td>2.01</td>
</tr>
<tr>
<td>Proactive Bounded</td>
<td>2.11</td>
<td>2.66</td>
<td>3.41</td>
<td>4.11</td>
<td>4.80</td>
</tr>
<tr>
<td>Committee</td>
<td>3.00</td>
<td>4.00</td>
<td>5.00</td>
<td>6.00</td>
<td>7.00</td>
</tr>
</tbody>
</table>

more desirable for the agents than working alone with its own data. Let us consider the accuracies of Proactive Bounded Counsel and fixed Bounded Counsel. Figure 2 shows that the agents with proactive learning always have better accuracy. Moreover, Proactive Bounded Counsel is more robust when the number of agents is greater (i.e. the size of the case-bases is smaller) because they can learn an adequate TermCheck predicate for each situation.

Let us consider now the Committee policy. This collaboration policy has better accuracy than the fixed Bounded Counsel policy. However, Proactive Bounded Counsel is always very near to the Committee policy—and the difference is not statistically significant (99% confidence in a signed rank test).

The difference between the Committee and the Proactive Bounded Counsel policies is in terms of cost. The Committee policy always ask all agents while Proactive Bounded Counsel is intended to minimize those questions. Table 1 shows the costs involved in different policies for a situation where each time an agent asks counsel to another has a fixed cost, 1 euro in this example. The isolated agents never ask counsel so cost is constant, while the Committee policy always asks counsel to all agents and cost increases with the number of agents in the system. The cost of Bounded Counsel policies are between these two extremes. Notice that the Proactive Bounded Counsel policy is more expensive (asks more counsels) than the fixed Bounded Counsel policy. However, the accuracy results in Figure 2 shows that the Proactive Bounded policy asks for counsel when it’s really needed, achieving an increased accuracy that matches that of the expensive Committee policy. Summarizing, the Proactive Bounded Counsel policy has the same accuracy that the Committee policy at a lower cost.

In order to assess that this results are not dependent on the assumption that case bases are disjunct we performed a specific experiment with overlapping cases. Specifically, each agent has a case base with a 10% of duplicated cases (in the sense that they are already present in another case base). The results are very close to the ones in Fig. 2 showing that the collaboration policies work well with some overlapping. Clearly, in a setting where overlapping grows to higher values the incentives for the agents to collaborate will diminish.

6 Related Work

A general result on multiple model learning [5] demonstrated that if uncorrelated classifiers with error rate lower than 0.5 are combined then the resulting
error rate must be lower than the one made by the individual classifiers. The BEM (Basic Ensemble Method) is presented in [7] as a basic way to combine continuous estimators, and since then many other methods have been proposed: Stacking generalization, Cascade generalization, Bagging or Boosting are some examples. However, all these methods do not deal with the issue of “partitioned examples” among different classifiers as we do—they rely on aggregating results from multiple classifiers that have access to all data. Their goal is to use a multiplicity of classifiers to increase accuracy of existing classification methods. Our goal is to combine the decisions of autonomous classifiers (each one corresponding to one agent), and to see how can they cooperate to achieve a better behavior than when they work alone.

The meta-learning approach in [4] is applied to partitioned data. They experiment with a collection of classifiers which have only a subset of the whole case base and they learn new meta-classifiers whose training data are based on predictions of the collection of (base) classifiers. They compare their meta-learning approach results with weighted voting techniques. The final result is an arbitrator tree, a centralized and complex method whose goal is to improve classification accuracy. We also work on “partitioned examples” but we assume no central method that aggregates results; moreover we assume a multiagent approach where communication and cooperation may have a cost that has to be taken into account.

DRL [11] is a distributed technique that learns rules from partitioned data; DRL’s goal is to achieve scalability for large data sets. Rule induction in a workstation follows a top-down strategy in each data set, finding rules that are satisfactory for a specific data set. These rules—termed candidate rules—are sent to an additional workstation reviewing them over the entire data set; when a rule is satisfactory for the entire data set it is accepted by the algorithm. We work on a multiagent setting instead of a distributed one, but it seems DRL could be easily adapted to a multiagent setting. The main differences are i) that DRL is an inductive learning technique (designed to speed up class descriptions) while we use lazy learning techniques and ii) DRL has a centralized stage where the entire data set is available to the algorithm.

7 Conclusions and Future Work

We have presented a framework for cooperative CBR in multiagent systems. The framework is cooperative in that the CBR agents help each other to improve their individual performance. Since the agents improve with respect to their performance as isolated individual, cooperating is also in their individual interest—specially since the framework allows them to keep confidential their own cases. A major theme in multiagent systems is the autonomy of the agents. In our framework the agent autonomy is mainly insured by two facts: i) the capability of each agent to determine whether or not itself is competent to solve a problem, and ii) the capability of each agent to integrate into a global solution for a problem the counsels given by other agents.
Another issue is the generality of the cooperation policies and their dependence upon the CBR agents using LID. The cooperation policies depend only on the CBR agents being able to provide SERs (Solution Endorsement Records), so any CBR method that can provide that is compatible.

Finally, we plan to lift the restriction of the case bases of the agents in a MAC system being disjunct. Basically, our idea is that agents could incorporate in their case bases some cases originally owned by other agents. The interesting question here is this: what strategy of case sharing can improve the overall MAC system performance — without every agent having in their case base every case known to the MAC system.
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Abstract. Forming a committee is an approach for integrating several opinions or functions instead of favouring a single one. Selecting and weighting the committee members is done in several ways by different algorithms. Possible solutions to this problem is still the topic of current research. Our starting point is the decomposition of the committee error into a bias- and variance-like term. Two requests can be derived from this equation: Models should on the one hand be regularized properly to reduce the average error. On the other hand they should be as independent as possible (in the mathematical sense) to decrease the committee error.

The first request of regularization can be handled by a Bayesian learning framework. For the second request I want to suggest a new selection method for committee members based on the pairwise stochastical dependence of their output functions, which maximizes the overall independence. Given these pairwise similarity values the models can be separated in classes by a hierarchical clustering algorithm. From the committee error decomposition I derive a criterion that allows to find the optimal number of classes, i.e. the optimal stop criteria for the clustering algorithm. The benefits of the approach are demonstrated on a noisy benchmark problems as well as on the prediction of newspaper sales rates for a large number of retail traders.

1 Introduction

If one wants to learn a functional relationship from empirical data, then the goal of training a model is to recognize a structure in the data or an underlying process and to generalize this knowledge to former unknown data points. When estimating a functional relationship we face three basic problems.

Noisy data and limited amount of data: Firstly we have to deal with noisy and finite-sized data sets which is usually done be regularization techniques and/or bootstrapping [Vapnik, 1995; Bishop, 1995; Efron & Tibshirani, 1993]. Vapnik states that the problem of density estimation based on empirical data is ill posed, i.e., small changes in the learning situation can result in a totally different model; for example little distortions in the target data. The theory of
regularization shows that instead of minimizing the difference between the target data and the output of the network, a regularized error function

\[ E = E_D + \lambda E_R \]  

should be minimized where \( E_D \) is the error on the data and \( \lambda \) is a weighting factor. \( E_R \) is an additional term that measures the complexity of the model; for example the often used weight decay regularizer in neural network training [Bishop, 1995]. Thus, regularization is not an optional possibility, but a fundamental technique [Ramsay & Silverman, 1997]. One crucial problem is to determine the weighting factor \( \lambda \). In case of neural networks, its optimal value depends on the size of the network, i.e., the number of weights, the weight initialization, as well as the patterns used for training, and the noise in the data. Often this value is determined by cross-validation which is clearly suboptimal for the reasons just given. Adjusting this value properly has been solved for neural networks by using a Bayesian learning algorithm. It was introduced by MacKay and provides an elegant theory to prevent neural networks from overfitting by determining \( \lambda \) during the training process without the necessity of additional validation data [MacKay, 1992, Bishop, 1995]. Furthermore, the Bayesian framework provides an analytical criterion to compare different models, the so-called model evidence. A discussion of Bayesian learning for neural networks as used in this work can be found in [Ragg & Gutjahr, 1998] or more detailed in [Gutjahr, 1999, Ragg, 2000].

Curse of dimensionality: Secondly, for many applications we need to encode the problem by features and have to decide which and how many of them to use. Bearing in mind the empty space phenomenon, it is often an advantage to select few features and estimate a non-linear function in a low-dimensional space [Silverman, 1986, Bishop, 1995]. In practical applications only a limited amount of data is available for determining the parameters of a model. The dimensionality of the input vector must be in a sensible relation to the number of data points. By adding more features the information content of the input about the target increases, but at the same time the number of data points per dimension decreases in order to determine the parameters. Silverman gives some values for the number of data points needed to estimate a multivariate normal distribution up to an error of 10% in the origin, which grow approximately like \( 4^d \), when \( d \) is the number of dimensions [Silverman, 1986]. That means that the class of functions in which the solution is searched increases greatly with every additional component. This problem is called the curse of dimensionality [White, 1989, Bishop, 1995] or the empty space phenomenon [Scott & Thompson, 1983, Silverman, 1986]. A consequence is that renunciation of supplementary information leads to a more precise approximation of the underlying process in a low-dimensional input space. If one’s problem solution is designed from the beginning as a committee, it is not necessary to discard input features and therefore all the information can be used for the overall solution. In this way one can train models which use different features, i.e., they have different viewpoints of the problem. Therefore, every individual model has a small input space, i.e., the problem caused by using many
input features is avoided. However, the committee can utilize the information of the entire input space through the combination of its members.

**Model selection:** Thirdly, if we have trained several models, we are left with the problem of model selection. It is common practice to train several networks and then select the best one according to the performance on an independent validation set. This procedure has the disadvantage of introducing an additional dependency on a fixed sample of data bearing the danger of overfitting if it is used iteratively. Forming a committee of networks is a promising approach to overcome these drawbacks and to avoid favouring one model while discarding all others. This is sensible if one would like to minimize the insecurities during the learning process. This can be seen directly from the inequation

$$\frac{1}{L} E_{AV} \leq E_{COM} \leq E_{AV}$$

(2)

which says, that the committee error $E_{COM}$ is always smaller than the average error $E_{AV}$ of several networks $y_i$, when $y_{COM}$ is defined as $y_{COM}(x) := \frac{1}{L} \sum_{i=1}^{L} y_i(x)$. $E_{AV}$ is given by the average error of the single models, i.e. $E_{AV} := \frac{1}{L} \sum_{i=1}^{L} E(y_i(x))$. The right inequation follows directly by applying Jensen’s inequality \[Bishop, 1995\] \[Henze, 1997\] to a convex error function. The left inequation, i.e., the rather dramatic possibility of error reduction by a factor $L$ follows under the assumption that the deviations $\epsilon_i(x)$ of the committee members $y_i(x)$ from the target function $h(x)$ are uncorrelated and have zero mean, and justifies the efforts invested in these kind of algorithms. Thus, several methods of forming committees were suggested in recent years. An overview is given in the book *Combining Artificial Neural Nets* \[Sharkey, 1999\]. These algorithms differ in the way how the committee members are selected or weighted within the committee.

Up to now, there is no algorithm which tries to minimize both the average model error and the independence of committee members systematically without resorting to cross-validation techniques or by neglecting the importance of regularization. It’s is obvious that averaging reduces the generalization error, when arbitrary models can be in the committee, but does it also reduce the generalization error compared to a proper regularized model?

In the following I want to show that this is possible, and derive a method for selecting committee members to achieve a maximal performance under certain constraints, e.g. all models receive the same weight in the committee. For clarity I will not write the dependency on the input vector $x$ in the following.

### 2 Committee Error Decomposition

The error of a committee can be decomposed into the sum of two terms similar to the bias-variance decomposition, which gives us a further insight into the reasons for better generalization capabilities. The equation provides a connection between the average error of the network and the error of the single networks
through the expectation value of the committee error [Krogh & Vedelsby, 1995, Bishop, 1995]:

$$E[(y_{\text{COM}} - h)^2] = \frac{1}{L} \sum_{i=1}^{L} E[(y_i - h)^2] - \frac{1}{L} \sum_{i=1}^{L} E[(y_i - y_{\text{COM}})^2].$$  (3)

Since the first term depends on the generalization errors of the single networks we can conclude that the average value should be as small as possible, which can be ensured if the models are regularized. The second term measures the spread of predictions of the single networks to the committee prediction itself. If we have a set of trained networks we should prefer those networks to form a committee, which maximize the second term.

Bagging for example averages over all models and does not try to maximize the variance of the models [Breiman, 1996]. Boosting adapts the training set for each model depending on the error of the previously trained model [Freund & Schapire, 1996] and tends to overfit for noisy data as shown recently by [Rätsch et al., 1998]. Furthermore, neither boosting nor bagging expect the models to be regularized, which might cause the first term to be larger than necessary. Other methods make use of validation sets to select the committee members and determine the weights [Hashem, 1999] or optimize solely the second term of eq. (3) which allows the single models to overfit strongly [Rosen, 1996].

All considered, our goal must be to find a subset of networks, such that the first term does not increase while at the same time the second term is maximal large. We cannot measure the average generalization error without an additional validation set, but we can expect the value to stabilize if the number $L$ of networks in our subset increases, and even more, if the models are regularized properly.

**Committee member selection:** To find a criterion that maximizes the second term of equation (3), we can resolve the quadratic form to

$$\frac{1}{L} \sum_{i=1}^{L} E[y_i^2] - \frac{2}{L} \sum_{i=1}^{L} E[y_{\text{COM}} y_i] + \frac{1}{L} \sum_{i=1}^{L} E[y_{\text{COM}}^2]$$  (4)

and then further evaluate the second and third term. The second term becomes

$$-\frac{2}{L} \sum_{i=1}^{L} E[y_{\text{COM}} y_i] = -\frac{2}{L} \sum_{i=1}^{L} E \left[ \frac{1}{L} \sum_{j=1}^{L} y_j y_i \right]$$

$$= -\frac{2}{L^2} \sum_{i=1}^{L} \sum_{j=1}^{L} E[y_j y_i]$$

$$= -\frac{2}{L^2} \left( \sum_{i=1}^{L-1} \sum_{j=i+1}^{L} E[y_j y_i] + \sum_{i=1}^{L} E[y_i^2] \right)$$

$$= -\frac{4}{L^2} \sum_{i=1}^{L-1} \sum_{j=i+1}^{L} E[y_j y_i] - \frac{2}{L^2} \sum_{i=1}^{L} E[y_i^2]$$  (5)
where we summarized over the diagonal elements and used $y_j y_i = y_i y_j$. Together with the definition of $y_{COM}$ the third term can be transformed to

$$\mathcal{E}[y_{COM}^2] = \mathcal{E}\left[\left(\frac{1}{L} \sum_{i=1}^{L} y_i \right) \left(\frac{1}{L} \sum_{j=1}^{L} y_j \right)\right]$$

$$= \mathcal{E}\left[\frac{1}{L^2} \left( \sum_{i=1}^{L} y_i^2 + 2 \sum_{i=1}^{L-1} \sum_{j=i+1}^{L} y_i y_j \right)\right]$$

$$= \frac{1}{L^2} \sum_{i=1}^{L} \mathcal{E}[y_i^2] + \frac{2}{L^2} \sum_{i=1}^{L-1} \sum_{j=i+1}^{L} \mathcal{E}[y_i y_j]$$

(6)

Substituting these two expressions into equation (4) and taking $\mathcal{E}[XY] = \mathcal{E}[X] \mathcal{E}[X] + \text{Cov}(X,Y)$ into account, leaves us with

$$\frac{1}{L} \sum_{i=1}^{L} \mathcal{E}[y_i^2] - \frac{2}{L^2} \sum_{i=1}^{L-1} \sum_{j=i+1}^{L} \mathcal{E}[y_j y_i] = \frac{L-1}{L^2} \sum_{i=1}^{L} \mathcal{E}[y_i^2] - \frac{2}{L^2} \sum_{i=1}^{L-1} \sum_{j=i+1}^{L} \mathcal{E}[y_j y_i]$$

$$= \frac{L-1}{L^2} \sum_{i=1}^{L} (\mathcal{E}[y_i])^2 + \frac{L-1}{L^2} \sum_{i=1}^{L} \text{Cov}(y_i, y_i) -$$

$$\frac{2}{L^2} \sum_{i=1}^{L-1} \sum_{j=i+1}^{L} \mathcal{E}[y_j] \mathcal{E}[y_i] - \frac{2}{L^2} \sum_{i=1}^{L-1} \sum_{j=i+1}^{L} \text{Cov}(y_i, y_j)$$

(7)

The expectation values of $y_i$ depend upon the data which was used to train the specific model, since the mean value $\bar{y}_i$ after training should be equal to the mean value of the target data [Bishop, 1995]. Thus, the first and third term will be nearly constant. Since $\text{Cov}(X, X) = \mathcal{V}(X)$ the variance of the network output functions should be maximal, while the last term should be as small as possible. The value of $\text{Cov}(y_j, y_i)$ depends on the stochastical dependence of $y_j$ and $y_i$. The covariance of two random variables, $\text{Cov}(X, Y)$, is 0 when they are independent and it is maximal if $X = Y$ [Berger, 1980; Henze, 1997]. Thus it is possible to optimize equation (7) by minimizing a sum over stochastical dependencies. A measure for the stochastical dependence between two variables is their mutual information $I(X, Y)$ [Cover & Thomas, 1991]. An estimation procedure for the mutual information will be defined below. Our goal is then to find a subset of networks such that

$$\frac{L-1}{L^2} \sum_{i=1}^{L} I(y_i, y_i) - \frac{2}{L^2} \sum_{i=1}^{L-1} \sum_{j=i+1}^{L} I(y_i, y_j) \longrightarrow \text{max}$$

(8)

The above formula (8) is referred to as heterogeneity criterion in the following. It is already for small $L$ impossible to compute the value of the criterion for all $\binom{L}{k}$
combinations for all \( k \). A straightforward possibility is to use a cluster algorithm to group the networks and choose from each cluster a representative, i.e., the network with the highest model evidence. Note that maximizing the term (8) can be done on arbitrary input data because no target data is necessary. Thus, if only a small amount of training data is available the suggested method has another important advantage.

**Computation of pairwise similarity values:** The mutual information \( I(X;Y) \) of two random variables \( X,Y \) is defined as the Kullback-Leibler distance between the joint distribution \( p(x,y) \) and the product \( p(x)p(y) \).

\[
I(X;Y) = \int \int p(x,y) \cdot \log \left( \frac{p(x,y)}{p(x)p(y)} \right)
\]

(9)

and measures the degree of stochastic independence of \( X \) and \( Y \). In order to calculate (9), we approximate the three probability distributions \( p(x,y), p(x) \) and \( p(y) \), where we use a nonparametric density function approximation with an Epanechnikov kernel function \( K \) [Silverman, 1986]. If \( z \) is a d-dimensional vector, then

\[
K(z) = (3/4)^d (1 - (z_1^2 + z_2^2 + \ldots + z_d^2))
\]

(10)

if \( ||z||_2 < 1 \) and 0 otherwise. The normalizing constant \((3/4)^d\) guarantees that \( \int K(z)dz = 1 \). Finally, the probability density for a given data point \( k \) is estimated as

\[
p(z(k)) = \frac{1}{N \cdot h^d} \sum_{j=1}^{N} K\left( \frac{1}{h} (z(k) - z(j)) \right)
\]

(11)

where \( N \) is the number of training patterns and \( h \) is the spread of the kernel function. In case of the Epanechnikov kernel a sensible value for \( h \) can be determined

\[
h_{opt} = \left( \frac{8}{c_d} (d+4)(2\sqrt{\pi})^d \right)^{-\frac{1}{d+4}} \frac{1}{N^{1/d+4}}
\]

(12)

where \( N \) is the number of data points, \( d \) the dimension of the vector and \( c_d \) is the volume of the unit d-dimensional sphere [Silverman, 1986]. By summarizing equation (11) over all data points we get the desired density estimations.

**Algorithm for clustering models based on similarity values:** If we compute the mutual information between pairs of network output functions we can derive a matrix of pairwise similarity values. It is not possible to define a metric based on the Kullback-Leibler divergence, since the triangle property does not hold [Cover & Thomas, 1991], but clustering of models based on the stochastic dependence can be done on basis of this matrix with a hierarchical agglomerative cluster method, e.g. the complete linkage algorithm, which generates homogeneous classes [Kaufmann & Pape, 1996]. This is important, if we select a member as representative.
The algorithm starts by putting each network in its own class. In each step two classes are merged. They are determined by computing the minimal similarity between two elements for each pair of classes

\[ \text{Sim}(G_1, G_2) := \min_{i,j} I(y_i, y_j) \quad \text{with } y_i \in G_1; y_j \in G_2 \]

and then choose that pair of classes \( \{G_1, G_2\} \) that has maximal similarity. This is done until only one cluster is left. In every step the heterogeneity criterion (8) is computed. According to this criterion, the committee error should be minimal if the value of the criterion is maximal large. Thus, after termination of the clustering procedure we can determine the optimal number of classes by selecting that number that corresponds to the maximal value of the heterogeneity criterion and use the corresponding committee as our final model. An example is shown in figure 3. Figure 2 plots the clusters for the benchmark problem from figure 1a in the test error/evidence space. From each of the corresponding clusters one network is selected as a committee member. If a Bayesian framework is used for training then it is sensible to pick the network with the highest evidence from each class \[\text{Ragg, 2000}\].

3 Experimental Results

At first, a noisy artificial regression problem serves as benchmark to explore the algorithm presented here in detail. The data for this benchmark was generated by adding Gaussian noise to a sinus function (Figure 1). The training data contains 40 points, which do not cover the complete domain. Note that because of the noise there are several sensible models for the data except the underlying process. Figure 1 shows 4 models, two of them are networks trained with Bayesian learning and give plausible explanations for the data. Thus, even proper regularization gives still a variety of different models. Our next goal is to demonstrate that forming a committee can further reduce this variance in performance, thus lowering the probability of choosing the ‘wrong’ model in a practical application. If we train 50 networks and apply then the cluster algorithm as described above we get 8 classes which are maximal independent. The result of this process is shown in figure 2. Visualization of the functions shows that the classes are sensibly chosen \[\text{Ragg, 2000}\]. Note that it is possible, that some networks with lower generalization performance will be part of the committee, as long as they are independent from others. This is sensible, since they were optimized with Bayesian learning and thus reflect the probability of this parameter vector to be a model for the given data. Committees integrate over the various posterior probabilities to form an overall solution \[\text{Bishop, 1995}\]. The committee error is smaller than the error of almost all of the single networks (dashed line). The test error was computed on 100 data points of the underlying process (without noise). Figure 3 shows the value of the heterogeneity criterion (8) and the committee error during the clustering process. For each step the members of the committee are determined and the corresponding error is plotted over the number of classes.
Fig. 1. The figure shows the data for the benchmark regression problem. a) The underlying process is just the sinus function $\sin(x)$. The target data was generated by adding Gaussian noise with variance 0.4 and zero mean. Note that there is an interval, where no data is available. b) Output functions of 4 models are plotted: An overregularized network, an underregularized network and two proper regularized networks trained with Bayesian learning which still differ significantly.

Fig. 2. The figure shows the result of the clustering process for 50 networks which were trained with the data from figure 1. The cluster, indicated by ellipses, are shown in the test error-evidence space. Note that this is always a slightly distorted illustration. Networks with similar output function will have a similar test error, but the evidence might vary because its value depends on the overall network complexity. Conversely, different network functions can still have a similar test error and a similar evidence. The dashed line at the bottom shows the error (for 100 test points) of the resulting committee, which is below the error of most of the single networks.

The committee error reaches its minimum (0.034) when the heterogeneity criterion is maximal as expected. In the first step the committee is just the average of all single networks with an error of 0.042. This corresponds to the bagging approach with the difference that the networks were regularized with Bayesian learning.

Predicting Sales Rates of newspapers for many retail traders serves as a real world application to evaluate the approach. Every newspaper publisher has to solve the problem of printing a large number of copies and distributing them to the retail traders trying to keep the return quote as low as possible. On the one hand the newspaper publisher wants to maximize his profit by selling as many
copies as possible. On the other hand he needs to minimize the number of unsold copies to reduce his costs for production and logistic. To solve this task he needs to estimate as accurately as possible the sales rates for each retail trader.

Prediction of sales rates is a challenging task, since the underlying times series is extremely noisy and bears the danger of overfitting easily. At the same time the large number of data sets, e.g., data from several thousands of retail traders, allows for a good evaluation of the approach. Furthermore, the real time prediction system is continuously evaluated in practice. The ‘BILD-Zeitung’ is a

german newspaper of the Axel Springer Verlag. More than 5,5 million copies are printed daily depending on the orders of 110 wholesalers (Fig 4). Each of them estimates the individual sales rates for all his retail traders based on the latest data. Before neural networks were used to perform this task, the estimation was

**Fig. 3.** The figure shows how the number of classes is determined for a given set of networks for the benchmark problem from figure I. The heterogeneity criterion is a curve with a clear maximum, which is reached here for 8 classes. The committee error is relatively constant for a long time and decreases then strongly. Greater changes in one step indicate that two heterogenous classes were merged together.

**Fig. 4.** The figures illustrates the problem of distributing newspapers: About 5,5 million copies of ‘BILD’ are printed each day, which have to be distributed to wholesalers and from there to retail traders. About 16.2% of the total number of copies is returned each day resulting in a loss of approximately 100,000 Euro.
based on a moving average model. The results of the individual predictions are combined with an extra charge to an overall prediction for the wholesaler. On average, 4.6 million copies are sold resulting in a return of 900,000 copies, i.e., 16.3% of the amount ordered, causing a loss of more than 25 million Euro each year. The sales department of the Axel Springer Verlag developed a prediction system based on neural network models for the time series of each retail trader and improved the return quota of several wholesalers by more than 5%. That is an average reduction of the percental return quota from 16.3% to about 15.5%.

The system uses pre-processed input features over the time series \((x_t)\), e.g. differences like \((x_t - x_{t-1})\) or higher differences, long time history measures and general movement indicators. Predictions are made for one week ahead, i.e., always from Monday to Monday, Tuesday to Tuesday, etc. The target data is the difference of the sales rate of next week sale to a short term moving average. In this sense, the neural network is an error correction model for the linear moving average model. All in all, 47 input features were used, resulting in a large input space and a long training time for the single networks. A standard weight decay regularizer was used, where the weighting parameter \(\lambda\) was adjusted experimentally by a series of training runs for a few data sets such that the overfitting effect on a validation set was just suppressed and then fixed for all data sets which is clearly suboptimal. On the other hand is it impossible in practice to adjust this parameter manually for all time series, and this every time the model is retrained. This makes the task an interesting application for Bayesian learning algorithms because they compute the optimal weighting parameter \(\lambda\) without resorting to cross validation techniques. Finally, the fast learning algorithm \(Rprop\) was used to minimize the resulting error function \[\text{Riedmiller, 1994}\].

The data used for this research was gained in the area of Münster (a university city in north-west Germany), in the area of Freiburg (a university city in south-west Germany) and Hamburg (north Germany). In total, the time series from over 1000 retail traders were available for training and testing. Training data ranged over 4 years from 1993 to 1996 while the generalization performance was estimated based on the sales rates of 1997 and 1998. For every data set, 50 networks with different network initializations were trained with standard weight decay as well as Bayesian learning. The network topology had one hidden layer with 4 units.

Figure 5 shows clearly the improvement of the average error (over all models and data sets) of the Bayesian approach compared to optimizing the regularization weighting factor by cross validation. Selecting always a subset of networks to form a committee as proposed in this paper further reduces the generalization error. As in figure 2 we get the same result that the committee is almost always better than most single networks. Note also, that selecting for each time series the network with the highest evidence also improves the system performance significantly. Still, forming a committee leads to a lower prediction error. Furthermore the range from the committee with the best test error to that with the worst test error is smaller, e.g. the probability of choosing a suboptimal model is reduced.
Fig. 5. Average error for different approaches. ‘WD’ stands for training with standard weight decay as previously done by the Axel-Springer-Verlag, ‘Bayes’ stands for training with a Bayesian learning rule and ‘Committee’ represents the clustering process to select maximal independent committee members. The bars represent the range for the model with the lowest test error to the model with the largest test error. That is, for each time series the model with the lowest test error is selected and the average over all time series is plotted (as the lower end of the vertical bar). The crosses mark the average errors of the different approaches. The figure shows clearly the average reduction of the prediction error. Note also, that the spread between the best model and the worst model decreases from left to right.

4 Conclusions

In this paper an approach was presented that combines several important steps of neural network design into an optimization procedure. This method was primarily aimed at developing committees of neural networks for tasks where the data is noisy and limited and the optimal subset of features is not known. For example as for time series prediction tasks [Ragg et al., 2000], which bear the danger of overfitting easily. The averaging process of forming a committee is always sensible, since it can be shown that the committee error is never larger than the average error of set of trained networks. On the other hand, the committee error can be drastically reduced if the network functions are uncorrelated. Based on the committee error decomposition we derived a criterion that allows us to select a subset of networks which form the best committee. This criterion measures the overall independence of the network functions. By applying a hierarchical cluster algorithm we can group the networks according to their similarities and determine the number of classes such that the criterion reaches its maximal value. The benefits of the approach were demonstrated on a noisy benchmark problem and a prediction tasks consisting of several thousand time series of sales rates from retail traders.

The algorithm presented here can also be used with other function approximators, e.g., Support Vector Machines or Gaussian Processes, as long as they provide a possibility of model selection by some quality measure like the model evidence in the Bayesian framework.
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Abstract. The paper demonstrates that the addition of automatically selected word-pairs substantially increases the accuracy of text classification which is contrary to most previously reported research. The word-pairs are selected automatically using a technique based on frequencies of \( n \)-grams (sequences of characters), which takes into account both the frequencies of word-pairs as well as the context in which they occur. These improvements are reported for two different classifiers, support vector machines (SVM) and \( k \)-nearest neighbours (\( kNN \)), and two different text corpora. For the first of them, a collection of articles from PC Week magazine, the addition of word-pairs increases micro-averaged breakeven accuracy by more than 6% point from a baseline accuracy (without pairs) of around 40%. For second one, the standard Reuters benchmark, SVM classifier using augmentation with pairs outperforms all previously reported results.

1 Introduction

Text classification is the problem of automatically assigning electronic text documents to pre-specified categories. In recent years, many statistical classification and machine learning techniques have been successfully applied to this problem \[17,10,13,19\]. Most of these systems use a simple “bag of words” representation of text in which each feature corresponds to a single word. Typically, this results in feature sets consisting of hundreds of thousands of features. Many learning algorithms such as decision trees, Bayes probabilistic models and neural networks have serious difficulty dealing with such large feature spaces. Hence, earlier research on feature extraction for text classification has primarily focussed on reducing dimensionality of input space \[14,19\].

In contrast, in this paper, we investigate the effect of increasing the size of the native input feature space by augmentation with headline features and second order features. In particular, we focus on the addition of word-pairs that are derived automatically using a technique based on frequencies of \( n \)-grams or sequences of characters, and investigating the effect of such addition on text classification performance. We note that the use of linguistically derived phrases have been found to be of limited utility in text classification \[7,13,16\], while statistically derived word sequences have been found to be useful in classification.
of web pages and newsgroup data [15]. Our investigation into word-pairs selected on the basis of n-gram frequencies confirms that the addition of word pairs does give better accuracy, and moreover, the larger the proportion of word-pair features added, the larger the gain.

The paper is organised as follows. Section 2 describes the n-gram-based feature selection technique that is used to extract word-pairs. Section 3 discusses two classifiers that are used for categorisation: k-nearest-neighbour classifier and support vector machines. In Section 4 we describe the experimental setup: the document corpora used for empirical validation and the evaluation metrics. We then present the experiments and their results in Section 5 and discuss their implications in Section 6. Section 7 summarises our contributions.

2 n-Gram Method for Feature Selection

The aim of the feature selector introduced in this section is to select terms which are good discriminators of the categories of interest. Here the terms are either words or word pairs, and n-grams are only the means for the selection of these terms.

An n-gram is a sequence of n consecutive characters in a document generated by sliding a “window” n characters wide across the document text, moving it one character at a time. For example, the sequence of characters “to build” will give rise to the following 5-grams: “to bu”, “o bui”, “ buil” and “build”. Thus, n-grams may span across words.

The n-grams have several advantages over words as basic units for text processing. In particular, they are language-independent and hence, the same software can be used to process documents in any language. They also permit operation with degraded text - documents that contain typos and other transcription errors [11]. Due to these advantages, n-grams have been used for text indexing [2], for text filtering [3], text categorisation [4] and for index term extraction [6].

The idea of our approach to selecting discriminating features for a category is based on [6] and its main elements are as follows.

- First, the distribution of n-grams is computed by counting the occurrence of n-grams inside and outside the category. On the basis of this count, each n-gram is assigned a novelty score per category that indicates how novel or unique it is for the category.
- The novelty score of each n-gram is then apportioned across its characters, in a way that the middle character gets a higher score than the characters surrounding it, e.g., for n = 5, the score is distributed across the 5 characters in the ratio 0.05 : 0.15 : 0.60 : 0.15 : 0.05, respectively. This apportioning allows each character in the documents in the category to be assigned a weight that is the sum of the contributions from all the n-grams that contain this character. For instance, the character “o” in the word “score” in the context “to score by”, will have contributions from the 5-grams, “ o scor”, “ scor”, “ score”, “ core ”, and “ ore b”. The contributions depend both on the n-gram score as well as the position of that character in the n-gram.
Next, each instance of a word or phrase is assigned a score which is the average of the component character weights. Thus, there is no bias towards longer or shorter words. Since the same word may occur in different contexts and thus have different contributing n-grams, different instances of the same words may have different scores. Hence, the final score of a feature for the category is computed as an average of the scores for different instances of the same feature in the category.

Finally, these scores are used to rank the features and eliminate those with scores less than a cut-off threshold (= mean plus one standard deviation). In our experiments we have used $n = 5$. The novelty score $\Psi_i$ for the $i$-th $n$-gram is allocated according to the following developed in [6]:

$$\Psi_i = \begin{cases} C_i \ln \frac{C_i}{C} + B_i \ln \frac{B_i}{B} - (C_i + B_i) \ln \frac{C_i+B_i}{C+B} & \text{if } \frac{C_i}{C} \geq \frac{B_i}{B}, \\ 0 & \text{otherwise}, \end{cases}$$

where $C_i$ and $B_i$ are number of occurrences of the $n$-gram, and $C$ and $B$ are the total number of $n$-grams in the category and in the background, i.e., outside of it, respectively. The non-zero component in the above formula is the $G^2$ statistics, and has a large value only when $\frac{C_i}{C}$ is much greater than $\frac{B_i}{B}$, i.e., when the $n$-gram is much more likely to occur in the category than in the background.

### 3 Classifiers

In our experiments we have used $k$-nearest-neighbour classifier ($k$NN) and support vector machines (SVM). This choice was primarily due to the fact that both $k$NN and SVM scale well to large feature spaces (unlike, e.g., decision trees or back propagation neural networks). This is particularly important here since the feature space we are dealing with is large to start with and the addition of pairs will make it larger still. Other properties that make these two classifiers very suitable for this work are:

- Both $k$NN and SVM can naturally provide a score that indicates the likelihood that a document belongs to a given category. These scores may be used for ranking documents, and measuring precision at different recall levels.
- $k$NN and SVM differ statistically: $k$NN is a non-parametric and non-linear classifier, while our SVM is a linear parametric model.
- $k$NN and SVM are both easy to implement.

For both classifiers, each document is represented as a sparse binary vector of feature presence, i.e. with entries indicating if a word or word-pair is present

\footnote{Our aim is not to find the ultimate accuracy, but to demonstrate the usefulness of addition of pairs. To that end, those two classifiers selected should provide an indicative sample.}

\footnote{We mean non-parametric in the sense that no parameters are estimated from the training data.}
or not. This representation was chosen due to its simplicity and due to the fact that, in preliminary tests with both classifiers, it performed on par with more complicated frequency counts representation (cf. similar observation in [7]).

We have used the linear kernel SVM in our experiments [5,17], with a separate machine trained for each category. The output for a category $c$ is a ranked list of documents with scores allocated according to the following formula:

$$score_{SVM}(d) = w \cdot x + b,$$

where $x$ is the vector of features for document $d$, “$\cdot$” denotes the dot product in features space and the vector $w$ and bias $b$ are determined by minimising the following functional:

$$\Phi(w, b) = \frac{1}{2}(||w||^2 + b^2) + C \sum_{i=1}^{n} \max(0, 1 - y_i(w \cdot x_i + b))^2,$$

where $(x_i, y_i) \in \mathbb{R}^m \times \{-1, 1\}$ are labelled training instances, i.e. the feature vector for document $d_i$ and corresponding label, where 1 indicates membership of the category and $-1$ indicates non-membership, $n$ is the number of training instances and $\xi \mapsto \max(0, \xi)^2$ is the error penalty function. The constant $C$ controls the trade-off between the complexity of the solution and the error penalty. It has been set to $C = 0.850$ for all our tests (this value is not critical).

The score for kNN is based on the similarity between the test document $d$ and the $k$ nearest neighbours in the training document set, and whether these neighbours are in category or not. It is equal to:

$$score_{kNN}(d) = \sum_{i \in kNN(d)} y_i \frac{x \cdot x_i}{||x|| \cdot ||x_i||},$$

where $kNN(d)$ are indices of $k$ nearest neighbours of the document $d$ in terms of the “cosine” similarity, $Similarity(d, d_i) \rightarrow x \cdot x_i/(||x|| \cdot ||x_i||)$, and, as above, $x_i$ and $y_i$ are the $i$th training document feature vector and label, respectively. The value for $k$ for our experiments was chosen to be 30 after careful experimentation.

4 Experimental Setup

In our experiments we first pre-process the data, determine the feature sets for different experimental settings, and then use the two selected classifiers to learn models of different categories. This is accomplished using the training set documents only. The created models are then evaluated on the test sets using micro-averaged breakeven point [12] that has been the benchmark measure for the Reuters data set.

4.1 Data Collections

Our first data corpus is the Reuters-21578 news-wires collection of documents. This is the most commonly used corpus in text classification research. In particular, the modApte split, available at http://www.research.att.com/lewis, has
been used as a standard benchmark in [17, 10, 18]. This split has 9603 training documents and 3,299 test documents. We have used 115 categories, i.e. all those with at least one training case, while some researchers have used 95 categories, i.e. all those with at least two training cases. The categories cover topics such as commodities, interest rates and trade. The frequency of occurrence of categories varies greatly. For instance, roughly 30% of the documents appear in earnings, while ringgit, rubber and rupiah have only one training example each.

The second corpus used is ComputerSelect collection, consisting of a set of 6070 articles from PC Week magazine extracted from the ComputerSelect CD December 1996. These articles have manually assigned categories with many articles belonging to multiple categories. There are 840 categories, out of which the largest 128 were chosen for our tests. Only those articles that belonged to one of these 128 categories are included in the document set, which resulted in a total of 5257 articles. This set was then split into 2807 training articles and 2450 test articles such that all 128 categories contained at least 5 training articles. Again, as with the Reuters collection, the frequency of occurrence of categories varies greatly. For example Software Product Introduction appears in 10% of the documents while Protocol Gateway Software has only 20 documents assigned to it. This collection is more of a real-world example of classification since the manual assignments to categories have not been evaluated by multiple people, and not all categories are based on subject matter alone. Some categories indicate type of article, e.g., Software Product Introduction, while others indicate what the article is about, e.g., Image Scanner.

4.2 Pre-processing

First, all text is converted to a single case and non-alphabetic characters are turned into spaces, and then the sequences of consecutive blanks are compressed into a single space. Next, words that are in a standard stop list are removed, and the remaining words stemmed using the standard rule-based Porter stemmer. For instance, the text “for building, Permits” will be converted to “build permit”. The text is then processed to yield different feature sets for different experiments.

4.3 Performance Measure

The standard evaluation criterion for the Reuters benchmark is the breakeven point, the point at which precision equals recall. Since this is different for different categories, the standard evaluation figure is the micro-averaged breakeven point ($\mu BP$) [12]. Micro-averaging gives each category-document assignment decision equal weight. We have some concerns over the use of this single figure of merit, particularly since the micro-averaging step can obscure many subtle performance details. However, this figure has been widely reported by a number of researchers, and hence we report the same for the sake of comparison.
5 Experiments

In this paper, we focus on the investigation of the effect of augmentation of input feature space with word-pairs. Hence, in each of the following settings, we first learn models using a baseline feature set. Then the accuracy of each model is compared with the performance of models learnt by augmenting this baseline feature set with the set of word-pairs extracted using the $n$-gram feature selector.

Two sets of experiments have been conducted, one with universal dictionaries, i.e. with all categories using the same feature set, and the other with category specific dictionaries, “optimised”, i.e. selected, for each category separately.

5.1 Experiments with Universal Feature Sets

The following four baseline feature sets are considered for augmentation with word-pairs.

1. All words: The data collection is pre-processed, and all words from the training set documents are used as baseline features. This gives 20197 words for Reuters and 20572 words for ComputerSelect.

2. Selected words: We first create category-specific word sets as follows. For each category, up to 300 words describing “in-category” documents are selected using the $n$-gram feature selector (cf. Section 2). Then the same number of words describing “out-of-category” documents are added. In general, for most categories, this results in far fewer than 300 “in-category” words (since many words do not have a score larger than our cut-off threshold see Section 2). There is also an overlap between “in-category” and “out-of-category” words. All this results in the largest category-specific word set having 176 items for Reuters and 359 for ComputerSelect.

The universal word sets are created by pooling all the category-specific word sets together. For Reuters, this results in a baseline feature set of 1375 words, while the ComputerSelect collection consists of 2552 words. These consist of 6.8% and 12.4% of the total word sets, respectively.

3. All words + headlines: In this setting, the baseline feature set in the first setting is augmented with words extracted from headlines in the training set. All words other than those in a standard stop list are retained. The number of such headline words for Reuters set is 8179 while the ComputerSelect set contains 3403 headline words.

4. Selected words + headlines: In this setting, the same headline words extracted in the previous setting are used to augment the features in the “selected words” setting as above.

The universal word-pair set is selected using the $n$-gram feature selector in the same manner as the universal word set. For Reuters, we selected 2714 pairs from the total set of 303086, while for ComputerSelect we obtained 4050 pairs from the total of 413572 word-pairs in the training set. Thus, less than 1% of the word-pair feature space is selected by the $n$-gram feature selector.
Table 1. Micro-averaged breakeven point (μBP %) for the universal feature sets experiments illustrating the impact of addition of pairs

<table>
<thead>
<tr>
<th>Experimental Setting</th>
<th>Number Baseline Features</th>
<th>μBP % for SVM Sel. Method n-gram</th>
<th>μBP % for kNN Sel. Method n-gram</th>
<th>μBP % for kNN Sel. Method χ²</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>n-gram</td>
<td>χ²</td>
<td>n-gram</td>
</tr>
<tr>
<td>Reuters</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All words</td>
<td>20197</td>
<td>85.6</td>
<td>86.3</td>
<td>85.8</td>
</tr>
<tr>
<td>Selected words</td>
<td>1375</td>
<td>85.6</td>
<td>86.2</td>
<td>85.7</td>
</tr>
<tr>
<td>All words + headlines</td>
<td>28376</td>
<td>86.8</td>
<td>87.3</td>
<td>87.0</td>
</tr>
<tr>
<td>Sel. words + headlines</td>
<td>9554</td>
<td>87.0</td>
<td>87.5</td>
<td>87.1</td>
</tr>
<tr>
<td>ComputerSelect</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All words</td>
<td>20572</td>
<td>39.6</td>
<td>45.6</td>
<td>45.8</td>
</tr>
<tr>
<td>Selected words</td>
<td>2552</td>
<td>38.6</td>
<td>45.9</td>
<td>45.8</td>
</tr>
<tr>
<td>All words + headlines</td>
<td>23124</td>
<td>40.6</td>
<td>45.9</td>
<td>46.3</td>
</tr>
<tr>
<td>Sel. words + headlines</td>
<td>5595</td>
<td>40.1</td>
<td>46.2</td>
<td>46.0</td>
</tr>
</tbody>
</table>

Table 1 lists the micro-averaged breakeven point for the different experiments conducted for the two classifiers for the 115 Reuters categories and 128 ComputerSelect categories. For the purpose of comparison with other feature selection techniques, results are also reported for the situation where the same number of word-pairs are selected using maximum of \(\chi^2\) statistics, which was the best word selector in [19].

As expected, the breakeven points for the real world collection of ComputerSelect articles are much lower than that for Reuters. As evident from Table 1, both classifiers show improvement in their performance once selected word pairs are added (cf. Section 6 for further discussion). The accuracy for kNN is lower than that for SVM for both collections.

5.2 Category Specific Feature Sets

Another approach to feature selection for text classification is the use of small category-specific feature sets, which has been found to increase accuracy [7]. In this context, it is useful to investigate the effect of the addition of category-specific word pairs to category-specific word sets. The feature sets for this investigation are created as described in Section 5.1. The average size of the word set for Reuters and ComputerSelect is 55.4 words and 107.2 respectively. However, there is a large variation in the size of the word sets, e.g. category “earnings” in Reuters with the largest number of training examples has a feature set with 176 words, while some categories (with one training example) have an empty word set. For ComputerSelect, the feature set size varies between 25 to 359. Classification performances are compared by adding category-specific pair sets which are generated as described in Section 5.1. These sets also show enormous variation for different categories. For Reuters the average, maximum and minimum sizes of the pair set are 55.4, 352 and 0 respectively, while for ComputerSelect the average is 88.2 pairs and the sizes vary from 6 to 257.
Table 2. Micro-averaged breakeven point ($\mu$BP %) for the category-specific feature sets experiments illustrating the impact of addition of pairs

<table>
<thead>
<tr>
<th>Base Data</th>
<th>No. of Base Feat.</th>
<th>$\mu$BP % for SVM</th>
<th>$\mu$BP % for kNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reuters</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Word sub-sets</td>
<td>−176 – 8179</td>
<td>84.3</td>
<td>87.9</td>
</tr>
<tr>
<td>Word sub-sets + headlines</td>
<td>8179 – 8355</td>
<td>85.4</td>
<td>88.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>78.6</td>
<td>80.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>79.4</td>
<td>80.4</td>
</tr>
<tr>
<td>ComputerSelect</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Word sub-sets</td>
<td>6 – 257</td>
<td>39.6</td>
<td>41.2</td>
</tr>
<tr>
<td>Word sub-sets + headlines</td>
<td>3409 – 3660</td>
<td>46.8</td>
<td>48.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>33.1</td>
<td>29.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>38.3</td>
<td>35.5</td>
</tr>
</tbody>
</table>

Table 2 shows the micro-averaged breakeven point for experiments with category specific word sets. As before the addition of pairs does indeed improve the categorisation performance in all cases. Comparing these results with the results for the selected word set in Table 1, we see that the use of category specific word and pair sets instead of the larger pooled sets does not substantially decrease performance, and in many cases it actually improves it.

6 Discussion

As shown in Tables 1 and 2, the statistically-derived word pairs, in general, increase the categorisation performance for both classifiers and corpora. Below we analyse the significance of observed improvements and different contributing factors.

Differences in baseline precisions: Baseline precisions obtained for ComputerSelect are much lower than for Reuters (e.g. 40% vs. 85% for SVM classifier, respectively). This can be attributed to qualitative differences in the documents in the two collections: Reuters articles are written by journalists to disseminate information and hence contain precise words that are useful for classification, e.g., “grain” and “acquisition”, whereas ComputerSelect articles are written as advertisements and contain words, such as, “software” and “system”, which are useful only in context, e.g., “network software” and “array system”.

Gain relative to ideal classifier: In the universal set situation, for ComputerSelect we observe over 6% point improvement from a low base (40% for SVM), while the increase in precision for Reuters is less than 1% point from a high starting base (85% for SVM). A fairer comparison which takes into account the different baselines can be made by calculating relative gain, $\frac{\mu BP(new) - \mu BP(old)}{100 - \mu BP(old)}$, which compares the observed improvement to the ultimate improvement possible for the ideal classifier. When measured this way, the improvement for both Reuters (4% on average) and ComputerSelect (10% for SVM and 6% for kNN) is of similar, substantial size.

Significance test: We have performed a matched pairs $t$-test, where for each setting of document collection, classifier and baseline feature set, we paired
the breakeven point for each category using just the baseline set with the corresponding breakeven point after the addition of pairs. In each case our conjecture is that the use of pairs provides an improvement in performance, hence the alternative hypothesis ($H_1$) is that the mean breakeven point for feature sets with pair features is greater than that for the corresponding set without pair features, i.e., $\mu_p > \mu_b$, where $\mu_b$ and $\mu_p$ are the mean breakeven points for the baseline feature set and for the baseline set plus pairs, respectively. The null hypothesis ($H_0$) is that there is no difference in the mean breakeven point between the baseline feature set and the set with pair features, i.e. $\mu_p = \mu_b$. Using a one tailed $t$-test, in all except one case (Reuters, SVM, selected set + headlines) we can reject the null hypothesis with a significance level of 1%.

Note that the $t$-test performed gives equal importance to all categories, independent of their sizes. In contrast, the improvements measured relative to the ideal classifier based on $\mu_{BP}$ gives each category the importance proportional to its size. This also shows substantial improvements, as discussed above.

**Larger proportion of pairs, larger accuracy improvements:** In order to analyse which categories are helped by the addition of pairs, Figure 1 plots the difference between micro-averaged breakeven points with pairs and without pairs for the universal dictionaries as the number of categories is increased. The categories are ordered in the descending order of their training set sizes.

Referring to Figures 1(b) and 1(c), which show the strongest difference in performance for different baseline sets, the order of the curves suggests that the increase in performance due to pairs increases as the size of baseline set decreases. For instance, the lowest curve in Figures 1(b) and 1(c) belongs to the largest baseline feature set, namely, all words + headlines, while the highest curve belongs to smallest baseline set, namely, selected word set. This observation may explain why earlier experiments using a small number of linguistically derived phrases produced little improvement [7,9,13,16].

In fact, a closer analysis of Reuters results shows that $n$-gram selected pairs provide non-positive gains in breakeven point if the ratio of the number of the (category-specific) selected word-pairs to selected words is $< 70\%$ and non-negative gains if otherwise (with only 3 exceptions!).

**Significant improvement for medium size categories:** The curves in Figure 1(a) and (b) indicate that pairs provide greatest improvement in classification accuracy for medium sized categories for Reuters. The larger ComputerSelect categories are similar in size to the medium sized categories for Reuters given that the largest category for the ComputerSelect document set is only 10% of the data and consists of 287 examples while the largest category in Reuters contains nearly 30% of the data (~3000 training examples). Not surprisingly, the performance on the ComputerSelect collection improves for all categories when pairs are taken into account (cf. Figure 1(c) and (d)), unlike the Reuters case where the difference is small and sometimes negative for the larger categories.

In fact, for the medium size Reuters categories (numbered 12 to 45 in the decreasing order) the ratio of pairs to selected words is $> 100\%$ (with 2 exceptions),
Fig. 1. Influence of Pairs on Classification Performance. The figures show the difference between micro-averaged breakeven accuracy with pairs and without pairs as a function of the number of categories included. Here the categories are ordered in the descending order of their training set sizes.

and the gain in breakeven point is $\geq 0$, with very solid positive improvements noted for the (majority of) categories numbered 14 to 28.

Comparisons of $n$-gram and $\chi^2$ word-pair selectors: Addition of pairs selected by either method shows improvements (cf. Table 1). For Reuters, using SVM, just 2714 selected pairs with 7% of words produces better $\mu BP$ than all 20197 words. For ComputerSelect using SVM, just 4050 pairs more than compensates for the 87.5% of the words that were discarded. However, the improvement for pairs selected by $\chi^2$ statistics is smaller in most cases than for $n$-gram method.

The $n$-gram method has other important advantages. For instance, this method produces word sequences of any length $m$ with just two passes over the input, while other methods based on direct, explicit ranking of features, need $m$ passes in such a case [15, 8]. Further, for large document corpora, the number of $n$-grams is smaller than the number of word-pairs (in the two collections considered, the number of word-pairs is more than double the number of $n$-grams), and hence, $n$-gram method is also more memory efficient. Finally,
although we used language-dependent techniques such as stemming, the \( n \)-gram method itself is designed to be language-independent since the basic unit for measuring novelty is just sequences of characters.

**Use of category-specific feature sets:** The use of small category-specific feature sets has been investigated by Dumais et. al [7]. They use 300 category-specific features with SVM classifier and obtained high classification accuracy. Our experiments show that category-specific word sets combined with category-specific pair sets can lead to higher accuracy than using universal sets with or without pairs. The result on the Reuters set for the SVM classifier using category specific word and pair sets on all 115 categories outperforms all previously reported results on this benchmark. The best earlier performance on the same data set is 87.8% for the top 95 categories and is obtained using a very complex classifier consisting of an ensemble of decision trees [18] and uses words and headline features. This figure is less than our figure of 88.78% for all 115 categories. Our best performance for the top 95 categories is 88.9%. This translates to the gain of 9% relative to the hypothetical ideal classifier.

7 Conclusion

We have presented a method (\( n \)-grams) for automatically selecting phrases that can take into account both the co-occurrent frequencies as well as the context in which the pairs occur. We have shown that addition of such pairs to the input feature space substantially improves performance of classifiers (kNN and SVM in our experiments). This is valid for at least two different collections examined in this research with very different properties and very differing baseline precisions (40% for ComputerSelect and 85% for Reuters). The improvements translate to 4-10% gain of relative to the hypothetical ideal classifier. In particular, for the standard Reuters benchmark we obtained SVM classifiers (using augmentation with selected pairs) outperforming all previously reported results.

Our results show significant improvements occurring mainly for medium size categories. We found that in general the larger the proportion of pairs added to word sets the larger the improvement in performance suggesting the usage of small baseline sets augmented with pairs for compact accurate classifiers.

Our future work will focus on investigation of the effect of the relative sizes of the baseline and augmenting set on the classification accuracy, and evaluation of the usefulness of pairs for automatic email and news categorisation.
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Abstract. Importance Sampling is a modified Monte Carlo technique applied to the estimation of rare event probabilities (very low probabilities). In this paper, we propose and develop the use of Importance Sampling (IS) techniques in neural network training, for applications to detection in communication systems. Some key topics are introduced, such as modifications of the error probability objective function, optimal and suboptimal IS probability density functions (biasing density functions), and experimental results of training with a genetic algorithm. Also, it is shown that the genetic algorithm with the IS technique attains quasi-optimum training in the sense of minimum error probability (or minimum misclassification probability).

1 Introduction and Preliminaries

Importance Sampling is a modified Monte Carlo technique [1] commonly applied to the performance analysis of radar and communication detectors [2-9]. In communications detectors, the error probability ($P_e$) is estimated by Importance Sampling (IS) techniques for very low $P_e$ (e.g. $P_e<10^{-5}$). In radar detectors, the very low false-alarm probabilities are also estimated by IS techniques. In paper [10] we have applied IS techniques to neural network detectors for testing performances, where the first part of [10] presents IS as a Monte Carlo technique for computer simulations, and the second part presents false-alarm probability estimations of neural detectors (in the testing phase) applied to radar.

Now, in this paper we propose as a novelty the application of IS techniques in the training phase of neural network detectors. For this purpose, we have to modify adequately the objective functions of our neural networks, as we shall explain in Section 2. Some computer results are presented in Section 3, and conclusions are summarized in Section 4.

Throughout the paper, we shall refer to Fig. 1, where $\mathbf{x} = (x_1, x_2, ..., x_n)$ is the input vector of the $R^n$-space, $y = g(\mathbf{x})$ is the scalar output, $g(\cdot)$ is a nonlinear system (e.g. a neural network), $T_0$ is the detection threshold, and $z = u(g(\mathbf{x})-T_0)$ is the detector output, where $u(\cdot)$ is the unit-step function (i.e. $u(t)=1$ if $t > 0$ and $u(t)=0$ if $t < 0$). We denote $\mathbf{X}=(X_1, X_2, ..., X_n)$ as a random vector and $f_{\mathbf{X}}(\mathbf{x} \mid H_i)$ as the probability density function (pdf) of $\mathbf{X}$ under a hypothesis $H_i$, $i=1,0$ (binary hypotheses), where $H_0$ is the null hypothesis or symbol “0” and $H_1$ is the alternative hypothesis or symbol “1”. $P(H_i)$ is
the “a priori” probability of the hypothesis $H_i$, $i=1,0$, and $P(D_j|H_i)$ is the conditional probability of deciding $H_j$, $j=1,0$, under the true hypothesis $H_i$, $i=1,0$. If $g(x) > T_0$ (or $z=1$), the decision is $H_1$; if $g(x) < T_0$ (or $z=0$), the decision is $H_0$. Finally, $\mathcal{E}\{Z | H_i\}$ is the expectation of the random variable $Z$ conditioned by $H_i$, $i=1,0$, and $\mathcal{E}\{g(X)\}$ is the expectation of $g(\cdot)$ with respect to the pdf of $X$ (i.e. $f_X(x)$).

![Fig. 1. Binary detector structure](image)

### 2 Error Probability as Objective Function for Training

To supervise neural network (NN) training, estimations of an objective function (or risk function) have to be performed. The value of this function decreases as the training progresses; then, the number of test patterns required for an accurate estimation has to be increased. Consequently, the training computational cost is unaffordable for very low objective function values, and the use of Importance Sampling (IS) techniques becomes indispensable.

To illustrate the use of IS techniques in the training phase of a NN, let us consider the misclassification probability as an objective function for applications in classifications (or the error probability for detection in communications [11-13]). According to the notation given above, the error probability ($P_e$) can be expressed as follows

\[
P_e = P(H_0)P(D_1 | H_0) + P(H_1)P(D_0 | H_1) \tag{1}
\]

where

\[
P(D_1 | H_0) = \int_{g(x) > T_0} f_X(x | H_0) dx \quad \text{and} \quad P(D_0 | H_1) = \int_{g(x) < T_0} f_X(x | H_1) dx \tag{2}
\]

Also, in order to save space, let us define

\[
h(x) = P(H_0) f_X(x | H_0) u(g(x) - T_0) + P(H_1) f_X(x | H_1) u(T_0 - g(x)), \quad x \in \mathbb{R}^n \tag{3}
\]

where all items have been defined above.

Now, if we consider a new probability density function (pdf) $f_X^*(x)$, such that $f_X^*(x) \neq 0$ wherever $h(x) \neq 0$, then from (1), (2) and (3) we have

\[
P_e = \int_{\mathbb{R}^n} h(x) dx = \int_{\mathbb{R}^n} \frac{h(x)}{f_X(x)} f_X^*(x) dx = \mathcal{E}\left\{ \frac{h(X)}{f_X^*(X)} \right\} \tag{4}
\]
where $\mathcal{E}^* \{ \cdot \}$ means expectation with respect to $f_X^*(x)$ (known as the Importance Sampling pdf).

The last equality in (4) is the key of the Importance Sampling technique. From the statistical inference theory applied to (4), an estimator of $P_e$ is given by

$$P_e^* = \frac{1}{N} \sum_{k=1}^{N} \frac{h(x_k^*)}{f_X^*(x_k^*)} \quad (5)$$

where $x_k^*$, $k=1, 2, ..., N$, are independent sample vectors whose pdf is $f_X^*(x)$. Estimator $P_e^*$, given in (5), must be computed in order to perform the neural network training (i.e. to find $g$).

The mean $\mu_{P_e^*} = \mathcal{E}^* \{ P_e^* \} = P_e$ and the variance $\sigma_{P_e^*}^2$ of the estimator $P_e^*$ is given by

$$\sigma_{P_e^*}^2 = \mathcal{E}^* \{(P_e^* - \mu_{P_e^*})^2\} = \frac{1}{N} \left[ \mathcal{E}^* \left\{ \left( \frac{h(X_i^*)}{f_X^*(X_i^*)} \right)^2 \right\} - P_e^2 \right] \quad (6)$$

Then, $P_e^*$ is an unbiased and consistent estimator of $P_e$ (i.e. $P_e^* \to P_e$ as $N \to \infty$).

The estimation error $\varepsilon_{P_e^*}$ of the estimator $P_e^*$ is defined by

$$\varepsilon_{P_e^*} = \frac{\sigma_{P_e^*}}{\mu_{P_e^*}} = \sqrt{\frac{\mathcal{E}^* \left\{ \left( \frac{h(X_i^*)}{f_X^*(X_i^*)} \right)^2 \right\}}{P_e^2}} - 1 \quad (7)$$

Because the variance is not a negative number, from (6) we have

$$\mathcal{E}^* \left\{ \left( \frac{h(X_i^*)}{f_X^*(X_i^*)} \right)^2 \right\} \geq P_e^2 \quad (8)$$

The equality case in (8) is satisfied if

$$f_X^*(x) = \frac{1}{P_e} h(x), \quad x \in \mathbb{R}^n \quad (9)$$

that it can be proved by taking (9) into (8); then, the estimator variance in (6) is zero for any value of $N$, i.e. only one sample vector ($N=1$) is required for estimating $P_e$ without error (estimation error (7) is zero). Expression (9) is the unconstrained optimal solution for $f_X^*(x)$. Note that $h(x) \geq 0, x \in \mathbb{R}^n$ (from definition (3)), then expression (9) is a pdf because of (4).

By taking (3) into (9), the unconstrained optimal solution for $f_X^*(x)$ can be expressed for future references as follows.
\[
f'_{X}(x) = \frac{1}{P_e} \left[ P(H_0) f_{X}(x \mid H_0) u(g(x) - T_0) + P(H_1) f_{X}(x \mid H_1) u(T_0 - g(x)) \right], \quad x \in \mathbb{R}^n \quad (10)
\]

The optimal solution for \( f'_{X}(x) \) given in (10) is not realistic, because \( P_e \) is not known “a priori” (it has to be estimated by (5)). Furthermore, in the training phase, \( g(\cdot) \) is changing from one iteration to the other.

A suboptimal solution for \( f'_{X}(x) \) is obtained in a way similar to that done in \([10]\). Usually \( f_{X}(x \mid H_i), i = 1, 0, \) depends on a parameter \( \theta \) (e.g. the signal-to-noise ratio) \([12,13]\) and we can write \( f_{X}(x \mid H_i), i = 1, 0; \) if \( \theta = 0 \) there is only noise (both pdf’s are identical to the noise pdf); if \( \theta \) is too large, both hypotheses are highly separate (and corresponding to very low error probability). Now, we consider the following (suboptimal) density function as the Importance Sampling pdf

\[
f'_{X}(x) = P(H_0) f_{X}(x \mid H_0) + P(H_1) f_{X}(x \mid H_1), \quad x \in \mathbb{R}^n \quad (11)
\]

where \( \theta' \) is the \( \theta \)-value that minimizes the variance (6) of the estimator \( P_e' \). Note that (11) satisfies the necessary condition for the unbiasedness of \( P_e' \), i.e. \( f'_{X}(x) \neq 0 \) as \( h(x) \neq 0, x \in \mathbb{R}^n \), where \( h(x) \) is given by (3).

The optimal \( \theta' \)-value is obtained experimentally by computing an estimator of (6). An estimator of (6) is given by

\[
\hat{\sigma}_c^2 = \frac{1}{N} \left[ \frac{1}{N} \sum_{k=1}^{N} \left( \frac{h(x_k)}{f'_{X}(x_k)} \right)^2 - \left( P_e' \right)^2 \right] \quad (12)
\]

where \( P_e' \) is given by (5) and \( h(x) \) is given by (3). Then, \( \theta' \) can be estimated experimentally and corresponds to the \( \theta \)-value that minimizes (12). However, a better statistical parameter for this purpose is the relative error of \( P_e' \) given by (7). An estimator of the relative error (7) (denoted as \( \hat{\varepsilon}_c \)) is

\[
\hat{\varepsilon}_c = \frac{\hat{\sigma}_c}{\hat{\mu}_c} = \frac{1}{N} \left\{ \frac{1}{N} \sum_{k=1}^{N} \left( \frac{h(x_k)}{f'_{X}(x_k)} \right)^2 - \left( P_e' \right)^2 \right\}
\]

where \( h(x), f'_{X}(x) \) and \( P_e' \) are given by (3), (11) and (5), respectively.

Expressions (5) and (13) are computed at the same time for a given \( \theta \) (fixed during the training), \( N \) (that can be adjusted in each iteration), and \( g(\cdot) \) which changes as the training progresses. At the end of the training, \( P_e' \) and \( \hat{\varepsilon}_c \) are good estimations of \( P_e \) and \( \varepsilon_c \), respectively. After some computer runs with different \( \theta \)-values, the optimal \( \theta' \) of minimum \( \hat{\varepsilon}_c \) can be obtained by inspection.
In a general application, where parameter $\theta$ can be a vector, the minimization of (13) have to be performed by an adequate optimization algorithm like stochastic gradient descent algorithms [4,5] or, alternatively, by genetic algorithms. Nowadays, this subject is under consideration by our research group.

Finally, we have to point out that (11) is a suboptimal solution of $f_\theta^*(x)$ (optimum expressed by (10)), if the neural network is already trained (or quasi-trained), as is stated and fulfilled in [10], because Importance Sampling was applied there for testing performances. Nevertheless, (11) can be used also in the first iterations of the training because the error probability ($P_e$) is high and the error probability estimation ($P_e^*$) is also high (although inaccurate). In the last iterations of the training (network quasi-trained), both $P_e$ and $P_e^*$ are low (or very low) and close each other. These facts were also tested by means of computer simulations.

3 Computer Simulations

In order to show how Importance Sampling works in neural detectors, consider a detection of binary symbols in Gaussian noise. The hypotheses are $H_1: x = \eta + a$ and $H_0: x = \eta - a$, where $a = (a_1, a_2, ..., a_n)$, $a_i = \mu$, $i = 1, 2, ..., n$ and $\mu$ is a real constant (for simulations $\mu=2$), $\eta=(\eta_1, \eta_2, ..., \eta_n)$ is a Gaussian noise vector of independent and identically distributed zero-mean components of unit variance. Then, the pdf’s under each hypothesis are normal distributed with means $a$ and $-a$, respectively, i.e. 

$$f_x(x \mid H_1) = (2\pi)^{-n/2} \exp \left( -\frac{1}{2} \sum_{i=1}^{n} (x_i - \mu)^2 \right)$$

$$f_x(x \mid H_0) = (2\pi)^{-n/2} \exp \left( -\frac{1}{2} \sum_{i=1}^{n} (x_i + \mu)^2 \right)$$

Also, we suppose for simulations that $P(H_1) = P(H_0) = 1/2$ (the symbols are equally likely).

Referring to Fig. 1, a Multi-Layer Perceptron (MLP) is the NN used as nonlinear system $g(x)$. The parameters for the MLP are $5 \times 5 \times 1$ (i.e. number of input nodes: $n=5$, number of hidden-layer nodes: 5, number of outputs: 1) and the threshold $T_0=0.5$. A genetic algorithm [14] is used for training the MLP. Genetic algorithms for optimization are very close to Monte Carlo techniques, so Importance Sampling is well tailored for training neural networks by genetic algorithms. Computer programs for implementing both genetic algorithm and Importance Sampling are independent, and a main program calls each one. Although our genetic algorithm (with elitism) is not the subject of this paper (in fact, here it is only considered as a tool), we give the parameters used in our training. These are the following: number of MLP’s in genetic set: 20; mutation probability: 0.1; crossover probability: 0.1; fitness function: $-\log(P_e^*)$; number of iterations (generations): 100. The number of patterns (input sample vectors) for estimating $P_e^*$ by IS technique is $N (10^2<N<10^3)$; in fact, it is...
required $N>200$ for efficient training. Finally, for this application, back-propagation training does not work well because the objective function (5) is discontinuous (due to the unit-step function in (3)).

In this example, after numerical computations of (13) with $\theta=\mu$, we obtain the solution $\theta^*=0$ which minimizes expression (13); consequently, from (11) we have that the noise pdf is the suboptimal solution for the IS pdf, i.e.

$$f_\theta^*(x) = (2\pi)^{-n/2} \exp\left(-\frac{1}{2} \sum_{i=1}^{n} x_i^2\right)$$  (15)

In Fig. 2, we show the results of the error probability estimations ($P_e^*$) versus iteration number. Also, for $\theta^*=0$ in (11), we have (15) as our IS pdf to generate patterns for training. We have used a number of patterns $N=200$ in the first iterations of the training process, and $N=10^3$ in the last ones ($N$ increases from 200 to $10^3$, following a cubic parabola as the training progresses). So, $N$ increases slowly at the beginning of the training, and very fast at the end. In Fig. 3, we present the relative error $\hat{\epsilon}_{P_e^*}$ computed from (13) at the same time that $P_e^*$ is computed from (5). In the first iterations of the training, both $P_e^*$ and $\hat{\epsilon}_{P_e^*}$ are high, and inaccurate estimations of $P_e$ and $\epsilon_{P_e}$, respectively, because of two reasons. The first reason is the low number of vector samples ($N=200$) in the computations of $P_e^*$ and $\hat{\epsilon}_{P_e^*}$; the second reason is that $f_\theta^*(x)$ (corresponding to $\theta^*=0$) departs from the optimum one. In the last iterations of the training, $N=10^3$ and $f_\theta^*(x)$ corresponds to the optimum ($\theta^*=0$), then both $P_e^*$ and $\hat{\epsilon}_{P_e^*}$ are highly accurate ($P_e^* \approx 4 \cdot 10^{-6}$ with an error $\hat{\epsilon}_{P_e^*} \approx 5\%$ from Figs. 2 and 3, respectively, and the iteration number equals 100).

We can see a quick convergence of the training (less than 60 iterations) and the quasi-optimality of the resultant neural detector with $P_e^* \approx 4 \cdot 10^{-6}$, which is close to the optimal Bayes’ detector (linear detector) with $(P_e)_{\text{Bayes}} = 3.87 \cdot 10^{-6}$. On the other hand, if we use a standard Monte Carlo simulation for estimating $P_e$ (denoted as $\hat{P}_e$), we need more than $N=10^7$ patterns (compare with $N=10^3$ of the Importance Sampling). For the case of a Monte-Carlo simulation with $N=10^7$ we have obtained an error probability estimation $\hat{P}_e = 4.8 \cdot 10^{-6} \approx P_e^*$ (within a precision of 15%).

In Figs. 4 and 5 we have considered the same conditions and parameters to those of Figs. 2 and 3, except for the number of patterns ($N$). Now, $N=10^3$ for each iteration number (the same number of patterns in the first iterations and in the last ones). As it can be seen, Figs. 2 and 3 are noisier than Figs. 4 and 5, respectively; however, Figs. 2 and 4 converge to the same value ($\approx 4 \cdot 10^{-6}$) with the same precision (5% of precision from Figs. 3 and 5), whenever the 80th iteration is reached. On the other hand, the time required for Figs. 2 and 3 was 3 minutes in a Pentium III-PC at 800 Mhz, and 9 minutes for Figs. 4 and 5 (programs were written in Matlab). Consequently, it is better to use: $200 < N < 10^3$ in an adjustable way, depending on the training iteration number.
Fig. 2. Error Probability ($Pe$) versus iteration number for the neural detector training, using the Importance Sampling technique. An MLP of $5 \times 5 \times 1$ nodes, and a genetic algorithm for training with 200 patterns (input sample vectors) in the first iterations and 1000 patterns in the last ones. The IS parameter $\theta = 0$ (optimum for the IS pdf).

Fig. 3. Relative Error ($\hat{Pe}$) of $Pe$ (corresponding to Fig. 2) versus iteration number for the neural detector training, using the Importance Sampling technique. An MLP of $5 \times 5 \times 1$ nodes, and a genetic algorithm for training under the conditions of Fig. 2.
Fig. 4. Error Probability ($P_e$) versus iteration number for the neural detector training, using the Importance Sampling technique. An MLP of $5 \times 5 \times 1$ nodes, and a genetic algorithm for training with 1000 patterns (input sample vectors) in each iteration. The IS parameter $\theta^* = 0$ (optimum).

Fig. 5. Relative Error ($\hat{\Delta}_{P_e}$) of $P_e$ (corresponding to Fig. 4) versus iteration number for the neural detector training, using the Importance Sampling technique. An MLP of $5 \times 5 \times 1$ nodes, and a genetic algorithm for training under the conditions of Fig. 4.
Fig. 6. Error Probability ($P_e$) versus iteration number for the neural detector training, using the Importance Sampling technique. An MLP of $5 \times 5 \times 1$ nodes, and a genetic algorithm for training with 1000 patterns (input sample vectors) in each iteration. The IS parameter $\theta = 1$ (which is non-optimum for IS pdf).

Fig. 7. Relative Error ($\epsilon_{\hat{P}_e}$) of $P_e$ (corresponding to Fig. 6) versus iteration number for the neural detector training, using the Importance Sampling technique. An MLP of $5 \times 5 \times 1$ nodes, and a genetic algorithm for training under the conditions of Fig. 6.
In Figs. 6 and 7 we have considered the same conditions and parameters to those of Figs. 4 and 5, except for the IS parameter $\theta$. Now, $\theta=1$ is non-optimum for the IS pdf given by (11), because (13) is high ($\hat{\epsilon}_c \approx 25\%$ in Fig. 7, and compare with Fig. 5).

Similar conclusions can be obtained for other MLP structures (e.g. $8\times8\times1$ or $8\times4\times1$, $10\times5\times1$, etc.), trained under the conditions given above. For example, for the case $8\times8\times1$, we have $P_e^* \approx 9\times10^{-9}$; for the case $8\times4\times1$, we have $P_e^* \approx 10^{-8}$; then both are quasi-optimum, because $(P_e)_\text{Bayes} = 7.7\times10^{-9}$ (the optimal Bayes detector). Finally, another issue is the analysis of the robustness of these neural detectors, i.e. testing our neural detectors against hypotheses slightly different from the training hypotheses (analysis of departures from the assumptions).

4 Conclusions

Importance Sampling (IS) techniques have been presented in order to drastically accelerate “low error probability” estimations, needed to supervise the Neural Network training in detection applications.

Adequate modifications on the error probability objective function were realized in order to use standard training algorithms for neural detector training. This approach is useful in communications systems, where very low error probabilities are concerned. Also, generalizations to other types of objective functions are straightforward.

The suboptimal IS probability density function (biasing density function) corresponding to the trained conditions is useful for all the training process. From empirical examples, we have shown that the number of $10^7$ (or more) input sample vectors (patterns) per iteration, required by standard Monte Carlo techniques, is reduced to $10^3$ (or even less) patterns per iteration with the IS method. This reduction is independent of the training algorithm type. Note that back-propagation algorithm requires continuity of the objective function, so that its use is problematic in our application (due to the unit-step function appears in our objective function).

Finally, further work is required to consider adaptive IS probability density functions in the training (a technique that consists of improving the IS probability density function as the training progresses). Also, the training of neural detectors under Neyman-Pearson’s criterion and Importance Sampling is now under consideration in our research group.
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Abstract. We consider the problem of automatic construction of qualitative models by inductive learning from quantitative examples. We present an algorithm QUIN (QUalitative INduction) that learns qualitative trees from a set of examples described with numerical attributes. At difference with decision trees, the leaves of qualitative trees contain qualitative functional constraints as used in qualitative reasoning. A qualitative tree defines a partition of the attribute space into the areas with common qualitative behaviour of the chosen class variable.

We describe a basic algorithm for induction of qualitative trees, improve it to the heuristic QUIN algorithm, and give experimental evaluation of the algorithms on a set of artificial domains. QUIN has already been used to induce qualitative control strategies in dynamic domains such as controlling a crane or riding a bicycle (described elsewhere) and can be applied to other domains as a general tool for qualitative system identification.

1 Introduction

Various studies in recent years showed that for some tasks qualitative models are more suitable than classical quantitative (numerical) models. These tasks include diagnosis [1], generating explanation of the system’s behaviour [7] and designing novel devices from first principles [17]. Qualitative reasoning about processes (QPT-Qualitative Process Theory) [8] and qualitative simulation (QSIM) [9] with Qualitative Differential Equations enable a kind of commonsense reasoning by abstracting numerical values into qualitative values and real functions into qualitative constraints.

Besides qualitative reasoning and qualitative simulation, qualitative models can also be used to guide machine learning [3] and offer a space for solution optimization [10,12]. However, building a qualitative model for a complex system requires significant knowledge and is a time-consuming process. For this reason, many researchers are addressing the problem of automatic generation of qualitative models. One approach is to build models from existing libraries of model fragments [8]. Another approach is to learn a model of a physical system from behaviours using existing knowledge of processes and mechanisms commonly found in physical systems [8]. Less knowledge-intensive approaches [12,10] use inductive learning of qualitative differential equations from a set of qualitative behaviours.
In this paper we present algorithm QUIN for induction of qualitative constraint trees from examples described with numerical attributes. At difference with decision trees, the leaves of qualitative trees contain qualitative functional constraints that are inspired by qualitative proportionality predicates $Q_+$ and $Q_-$ as defined by Forbus [8]. This is a novel approach to automatic generation of qualitative models. To our knowledge, no study has yet addressed the induction of similar tree-structured qualitative constraints from numerical examples.

The motivation for learning of qualitative trees came from applications in reconstruction of human skill to control dynamic systems, such as a plane or a crane. Our experiments in controlling a crane [12] and double pendulum called acrobot [13], showed that qualitative strategies are suitable as explanatory models of human control skill and can be used as spaces for controller optimization. These qualitative strategies were obtained as abstractions of quantitative control strategies induced from the logged data from skilled human operators. The learning of qualitative trees *directly* from numerical examples is a natural extension of that approach.

The structure of the paper is as follows. First we give the learning problem description for induction of qualitative trees and define monotonicity constraints, called qualitatively constrained functions. Then we describe how qualitatively constrained functions are learned from a set of numeric examples. This provides the basis for induction of qualitative trees in Section 4. Finally, we give experimental evaluation of the algorithms on a set of artificial domains and conclude.

## 2 Learning Problem Description

### 2.1 Qualitative Trees

We consider the usual setting of classification learning, but in our case the hypothesis language involves *qualitative constraints*. Let there be $N$ learning examples. Each example is described by $n+1$ continuous variables $X_1, \ldots, X_n, X_{n+1}$. The variable $X_{n+1}$ is called the *class*, and the others are called *attributes*.

Given the learning examples, our problem is to learn a hypothesis that separates the areas of attribute space which share a common qualitative behaviour of the class variable. We learn such hypotheses in the form of *qualitative trees*. A qualitative tree is a binary tree with internal nodes called splits and *qualitatively constrained functions* in the leaves. The splits define a partition of the state space into areas with common qualitative behaviour of the class variable. A split consists of a split attribute and a split value. Qualitatively constrained functions (abbreviated QCFs) in leaves define qualitative constraints on the class variable.

Fig. 1 shows an example of qualitative tree induced from a set of example points for the function $z = x^2 - y^2$.

### 2.2 Qualitatively Constrained Functions

Qualitatively constrained functions are inspired by the qualitative proportionality predicates $Q_+$ and $Q_-$ as defined by Forbus [8] and are also a generalization
A qualitative tree induced from a set of examples for the function $z = x^2 - y^2$. The rightmost leaf, applying when attributes $x$ and $y$ are positive, says that $z$ is strictly increasing in its dependence on $x$ and strictly decreasing in its dependence on $y$.  

Fig. 1. A qualitative tree induced from a set of examples for the function $z = x^2 - y^2$. The rightmost leaf, applying when attributes $x$ and $y$ are positive, says that $z$ is strictly increasing in its dependence on $x$ and strictly decreasing in its dependence on $y$.

of the qualitative constraint $M^+$, as used in [4]. We use QCFs to define qualitative constraints on the class variable. A QCF constrains the qualitative change of the class variable in response to the qualitative changes of the attributes.

A qualitatively constrained function $M^{s_1, \ldots, s_m} : \mathbb{R}^m \rightarrow \mathbb{R}$, $s_i \in \{+,-\}$ represents an arbitrary function with $m \leq n$ continuous attributes that respect the qualitative constraints given by signs $s_i$. The qualitative constraint given by sign $s_i = +$ ($s_i = -$) requires that the function is strictly increasing (decreasing) in its dependence on the $i$-th attribute. We say that the function is positively related (negatively related) to the $i$-th attribute. $M^{s_1, \ldots, s_m}$ represents any function which is, for all $i = 1, \ldots, m$ positively (negatively) related to the $i$-th argument, if $s_i = +$ ($s_i = -$).

Note that the qualitative constraint given by sign $s_i = +$ only states that when the $i$-th attribute increases, the QCF will also increase, barring other changes. It can happen that a QCF with the constraint $s_i = +$ decreases even if the $i$-th attribute increases, because of a change in another attribute. For example, consider the behaviour of gas pressure in a container: $\text{Pres} \times \text{Vol} / \text{Temp} = \text{const}$. We can express the qualitative behaviour of gas by QCF $\text{Pres} = M^{+,-}(\text{Temp}, \text{Vol})$. This constraint allows that the pressure decreases even if the temperature increases, because of a change in the volume. Note however, that gas qualitative behaviour is not consistent with $\text{Pres} = M^{+}(\text{Temp})$.

QCFs are concerned with qualitative changes and qualitative change vectors. Qualitative change $q_j$ is the sign of change in continuous variable $X_j$, where $q_j \in \{\text{pos, neg, zero}\}$, corresponding to positive, negative or zero change. A qualitative change vector is a vector of qualitative changes of the variables. We define QCF-prediction $P(s_i, q_i)$ as:

$$P(s_i, q_i) = \begin{cases} \text{pos, if } (s_i = + \land q_i = \text{pos}) \lor (s_i = - \land q_i = \text{neg}) \\ \text{neg, if } (s_i = + \land q_i = \text{neg}) \lor (s_i = - \land q_i = \text{pos}) \\ \text{zero, otherwise} \end{cases}$$

A qualitative change vector $q = (q_1, \ldots, q_{n+1})$ is consistent with a given QCF $M^{s_1, \ldots, s_m}$, if the QCF does not reject the qualitative change of the class variable, that is, if either (a) class qualitative change is zero, (b) all attribute’s QCF-
predictions are zero, or (c) there exists an attribute whose QCF-prediction is equal to the class’s qualitative change.

A QCF does not always uniquely predict the class’s qualitative change given the qualitative changes of the attributes. Qualitative ambiguity, i.e. ambiguity in the class’s qualitative change appears whenever there exist both positive and negative QCF-predictions or whenever all QCF-predictions are zero. In this case any qualitative class change is consistent with the QCF.

3 Learning Qualitatively Constrained Functions

When learning a QCF from a set of numerical examples we are interested in a QCF that is consistent with most of the examples, i.e. in the “minimal cost” QCF. For this reason we define error-cost $E(g)$ of a QCF $g$ (defined later in Eq. 3) that penalizes $g$ with inconsistent and ambiguous qualitative change vectors at every example. The “minimal cost” QCF is learned from a set of numerical examples by first forming qualitative change vectors from examples and then minimizing error-cost of a QCF over all possible QCFs.

First, every pair of examples $e$ and $f \neq e$ is used to form a qualitative change vector with qualitative changes $q(e,f)_j \in \{pos, neg, zero\}$, $j = 1, \ldots, n+1$ defined as:

$$q(e,f)_j = \begin{cases} 
  \text{pos, if } x_{f,j} > x_{e,j} + T_{zero_j} \\
  \text{neg, if } x_{f,j} < x_{e,j} - T_{zero_j} \\
  \text{zero, otherwise}
\end{cases}$$ (1)

where $T_{zero_j}$ denotes a user-defined steady threshold defining negligible changes of $j$-th attribute. The default value of $T_{zero_j}$ is 1% of the difference between maximal and minimal value of $j$-th attribute. Typically, many pairs of examples map into the same qualitative change vector. A qualitative change vector is either consistent or not consistent with a given QCF. Note that a consistent qualitative change vector can also be ambiguous for a given QCF.

We illustrate the method to find the “minimal cost” QCF by an example of gas in the container. Fig. 2 gives five numerical examples described with attributes $Temp$ and $Vol$ and class $Pres$, giving gas temperature, volume and pressure according to equation $Pres = \frac{2 Temp}{Vol}$. There are five numerical points, each with four qualitative change vectors with respect to other points. Fig. 2 illustrates qualitative change vectors $q_1$, $q_2$, $q_3$ and $q_4$ at the circled point $e = (Temp=315, Vol=56, Pres=11.25)$. To find the “minimal cost” QCF at point $e$, qualitative change vectors that are inconsistent and ambiguous with each possible QCF are counted. Consider for example QCF $Pres = M^+(Temp)$. Qualitative change vector $q_3 = (q_{Temp}=neg, q_{Vol}=neg, q_{Pres}=pos)$ is not consistent with this QCF since the QCF-prediction of the only attribute $(P(+, q_{Temp})=neg)$ is different than the qualitative class change $q_{Pres}=pos$. Qualitative change vector $q_1 = (q_{Temp}=zero, q_{Vol}=pos, q_{Pres}=neg)$ is ambiguous with respect to this QCF.

The table in Fig. 2 gives qualitative change vectors at point $e$ that are inconsistent with and ambiguous for each possible QCF. QCF $M^{+-}(Temp, Vol)$ is
Fig. 2. Gas in the container example: five numerical examples are represented as points in the attribute space. The arrows denote the qualitative change vectors at the circled point \( e \). For example, the point \((\text{Temp}=300, \text{Vol}=50, \text{Pres}=12)\) gives qualitative change vector \( q_3=(q_{\text{temp}}=\text{neg}, q_{\text{vol}}=\text{neg}, q_{\text{pres}}=\text{pos}) \) with point \( e \). The table below gives qual. change vectors that are inconsistent and ambiguous for each possible QCF.

The only QCF consistent with all qualitative change vectors and is the “minimal cost” QCF. It also minimizes the error-cost (defined below) over all QCFs.

The error-cost of a QCF is based on the minimum description length principle [11]. Basically it is defined as the number of bits needed to code the QCF plus the number of bits to code the inconsistent and ambiguous qualitative change vectors as follows. Let \( C_e(q) \) and \( n_e(q) \) denote respectively the set and the number of all examples \( f \) that form, with \( e \), qualitative change vector \( q \) (with qualitative changes \( q_j \)):

\[
C_e(q) = \{ f | \forall j = 1, \ldots, n + 1 : q_{(e,f),j} = q_j \}, \quad n_e(q) = |C_e(q)|
\] (2)

In the above gas in the container example, the circled point \( e \) and qualitative change vector \( q_3 \) give \( C_e(q_3) = \{(\text{Temp}=300, \text{Vol}=50, \text{Pres}=12)\} \) and \( n_e(q_3)=1 \). The error-cost \( E(g) \) of a QCF \( g \) that mentions \( m \) out of all \( n \) attributes is:

\[
E(g) = \log_2 n + m(\log_2 n + 1) + \\
\log_2 N_{\text{nonamb}} + N_{\text{reject}}(\log_2 N_{\text{nonamb}}) + \log_2 N_{\text{amb}} + N_{\text{amb}}
\] (3)

Here \( N_{\text{reject}} \) denotes the number of example pairs \((e,f), f \neq e\), that form a qualitative change vector that is not consistent with QCF \( g \) and is computed as the sum of \( n_e(q) \) over all examples \( e \) and over all qualitative change vectors \( q \) that are not consistent with \( g \). Similarly, \( N_{\text{amb}} \) and \( N_{\text{nonamb}} \) denote the sum of \( n_e(q) \)
of vectors \( q \) that are respectively ambiguous and not ambiguous for \( g \). This error-cost is based on the following encoding: we code the QCF, the indexes of \( N_{\text{reject}} \) inconsistent qualitative change vectors (each index requires \( \log_2 N_{\text{nonamb}} \) bits since ambiguous qualitative change vectors are always consistent) and one bit for each ambiguous qualitative change vector. Note that we specify just the signs of class changes for ambiguous qualitative change vectors and we do not need to specify which qualitative change vectors are ambiguous, since all qualitative change vectors of particular forms are ambiguous for a given QCF.

The given error-cost penalizes inconsistent and ambiguous qualitative change vectors formed from every pair of examples. We later define (Eq. 7) a different error-cost and refer to here defined error-cost also as \emph{ep-QUIN error-cost} (ep standing for every pair).

4 Learning Qualitative Trees

Here we describe how a qualitative tree is learned from a set of numeric examples. The algorithm uses top-down greedy approach and is guided by error-cost of a QCF. We define two learning algorithms that use different error-costs. First we give ep-QUIN algorithm that uses error-cost defined in Section 3. Then we present an example showing the myopia of ep-QUIN algorithm and (in Section 4.3) give an improvement of ep-QUIN, i.e. QUIN algorithm.

4.1 Algorithm ep-QUIN

Algorithm ep-QUIN uses top-down greedy approach similar to the ID3 algorithm. Given the examples, ep-QUIN chooses the best split by comparing the partitions of the examples they generate: for every possible split, it splits the examples into two subsets, finds the “minimal cost” QCF in both subsets, and selects the split which minimizes the \emph{tree error-cost} (defined below). It puts the best split in the root of the tree and recursively finds subtrees for the corresponding example subsets, until the best split does not improve the tree error-cost.

The \emph{tree error-cost} of a leaf is the error-cost \( E(g) \) (Eq. 8) of the QCF \( g \) that is induced from the examples in the leaf. The tree error-cost of an internal node is the sum of error-costs of both subsets plus the cost of the split, i.e. the number of bits needed to encode the split:

\[
E_{\text{tree}} = E_{\text{left}} + E_{\text{right}} + \text{SplitCost}
\]

\[
\text{SplitCost} = \log_2 n + \log_2 (Splits_i - 1)
\]

Here \( E_{\text{left}} \) and \( E_{\text{right}} \) denote the error-costs in both subsets, \( n \) is the number of variables and \( Splits_i \) is the number of possible splits for the split variable, i.e. the number of different values of the variable \( X_i \).

4.2 An Example

Here we give a simple example showing the myopia of ep-QUIN’s error-cost. Fig. 3 shows the learning dataset consisting of 12 learning examples with one
Fig. 3. Example partition and a qualitative tree induced by ep-QUIN. The points on the left figure give 12 learning examples with attribute $x$ and class $y$. The vertical lines correspond to the example partition from the qualitative tree on the right.

attribute $x$ and class $y$. The examples correspond to 3 linear functions that are increasing in its argument $x$:

$$y = \begin{cases} 
2x + 7, & x = 0, 1, 2, 3 \\
2x - 16, & x = 10, 11, 12, 13 \\
2x - 39, & x = 20, 21, 22, 23 
\end{cases} \quad (5)$$

Given these examples ep-QUIN algorithm proceeds as follows. It first finds the “most-consistent” QCF for the whole attribute space and then tries to reduce the error-cost by splitting the attribute space into subregions. There are 12 examples, therefore ep-QUIN forms $12 \times (12 - 1) = 132$ qualitative change vectors. With $x$ as the only attribute there are only two possible QCFs: QCF $y = M^+(x)$ that is consistent with 50 (out of 132) qual. change vectors and $y = M^-(x)$ that is consistent with 82 qual. change vectors. Split minimizing ep-QUIN error-cost is $x \leq 1$, splitting the examples into two subsets. In the first subset ($x \leq 1$) there are only two examples, forming two qualitative change vectors, both consistent with $y = M^+(x)$. The second subset ($x > 1$) is then further divided, resulting in the qualitative tree given in Fig. 3. Note that the split at $x = 11$ splits the examples into two leaves with the same QCF $y = M^-(x)$. A split giving the same leaves would be unusual for decision trees, but is correct for qualitative trees since the split divides the examples into monotonic areas.

Clearly the induced qualitative tree is not optimal. We would prefer a qualitative tree with 3 leaves (each with QCF $y = M^+(x)$), that would divide the attribute space into 3 regions corresponding to definition areas of 3 linear functions. One reason is that ep-QUIN does not consider the locality of qualitative changes. A human observing Fig. 3 might notice 3 groups of near-by example points and consider the proximity of examples when estimating qualitative changes at a particular example point. In this way a qual. change of nearby points ($x = 1$ and $x = 2$ for example) would be weighted more than a qual. change of far-away points ($x = 1$ and $x = 13$). One might also consider the consistency of qualitative class change for a particular vector of qualitative attributes changes. One way to assess the consistency of qual. class change for a particular vector of
qual. attributes changes $q_x$ is to consider 3 nearest neighbors (ignoring the class distance) of a given point that form $q_x$ with this point. Then the confidence in

the positive class change ($q_y=pos$) for vector of qual. attributes changes $q_x=pos$ at the point at $x=0$ would be higher than at the point at $x=2$ since all three corresponding neighbors (with $q_x=pos$) of the first point give positive class change, whereas the second point has one neighbor giving positive class change (point at $x=3$) and two neighbors giving negative class change (points at $x=10,11$). Here only neighbors giving $q_x=pos$ with the reference point are considered since this is confidence for vector of qualitative attributes changes $q_x=pos$.

An improvement of ep-QUIN, algorithm QUIN follows this idea, i.e. it considers also the locality and consistency of qualitative change vectors. Note that

QUIN algorithm, from this learning dataset, induces the above mentioned qualitative tree with 3 leaves, each with $\text{QCF} y=M^+(x)$.

### 4.3 Algorithm QUIN

QUIN is an improvement of the ep-QUIN algorithm that follows the ideas described in the example above. The algorithms differ in their error-cost. ep-QUIN’s error-cost (Eq. 4) uses only counts of inconsistent and ambiguous qualitative change vectors. QUIN’s error-cost (defined later in Eq. 7) uses heuristic confidence estimates of qualitative change vectors that take into account the proximity of examples and the consistency of qualitative change vectors.

The proximity of the examples $e$ and $f$ is evaluated by Gaussian weight

$$w(e, f) = e^{-\frac{d(e, f)}{2K^2}},$$

where $d(e, f)$ is the normalized Euclidean distance of the examples that considers only the attributes of the two examples and $K$ is a user-defined parameter with the default value computed as 10 % of maximal Euclidean distance of two examples from the learning dataset. By changing $K$, more (smaller $K$) or less importance is assigned to the distance between examples and therefore more local (smaller $K$) or more global estimates are used.

We say that example $f$ is a $q$-neighbor of example $e$ if the qualitative change vector $q(e, f)$ is equal to $q$ in all the qualitative attribute changes (but not necessarily in the qualitative class change). Let $\mathcal{N}_e(q)$ denote the set of all $q$-neighbors of $e$ and $\mathcal{N}^k_e(q)$ the set of $k$ nearest $q$-neighbors of example $e$. The confidence estimate $w_e(q)$ of the qualitative change vector $q$ at example $e$ takes into account the proximity of the $k$ nearest $q$-neighbors and the consistency of qualitative class change w.r.t. the $k$ nearest $q$-neighbors. The intuition in estimates $w_e(q)$ is in modelling the local probability of qualitative class change $q_{n+1}$ given the attribute’s changes $q_i, i = 1, \ldots, n$:

$$\mathcal{N}_e(q) = \{ f | \forall j = 1, \ldots, n : q(e, f)_{, j} = q_{j} \}$$

$\mathcal{N}^k_e(q)$ set of $k$ examples $f \in \mathcal{N}_e(q)$ minimizing $d(e, f)$

$$\mathcal{C}_e^k(q) = \{ f \in \mathcal{N}^k_e(q) | q(e, f)_{, n+1} = q_{n+1} \}$$

$$w_e(q) = \frac{1}{|\mathcal{N}^k_e(q)|} \sum_{f \in \mathcal{C}_e^k(q)} w(e, f)$$

(6)
Here $C^k_e(q)$ denotes the set of $k$ nearest $q$-neighbors of $e$ with the qualitative class change equal as in $q$ and $k$ is a user-defined parameter with the default value 5. Note that using $|N^k_e(q)|$ in denominator penalizes estimate $w_e(q)$ if nearest $q$-neighbors of $e$ differ in qualitative class change.

Let's consider the example in Fig. 3. Suppose that $e_0$ and $e_2$ are respectively the points at $x=0$ and $x=2$. Then for qualitative change vector $q=(pos, pos)$ the set $N^3_{e_2}(q)$ are the examples at $x=3,10,11$ and $C^3_{e_2}(q)$ is the example at $x=3$. The confidence estimate $w_{e_2}(q)$ is one third $(1/|N^3_{e_2}(q)|)$ of the Gaussian weight $w(e_2,f)$ that evaluates the proximity of examples $e_2$ and the example at $x=3$. The sets $N^3_{e_0}(q)$ and $C^3_{e_0}(q)$ are the examples at $x=1,2,3$. Therefore qualitative change vector $q=(pos, pos)$ has higher confidence estimate at $e_0$ than at $e_2$.

QUIN’s error-cost is similar to ep-QUIN’s error-cost, but with QUIN’s error-cost the qualitative change vectors $q$ are weighted according to their confidence estimates $w_e(q)$ (Eq. 6). Because of this weighting QUIN’s error-cost is heuristic and does not correspond to a particular coding of examples. The error-cost $E(g)$ of a QCF $g$ that mentions $m$ out of all $n$ attributes is:

$$E(g) = \log_2 n + m(\log_2 n + 1) + \log_2 W_{\text{nonamb}} + W_{\text{reject}}(\log_2 W_{\text{nonamb}}) + \log_2 W_{\text{amb}} + W_{\text{amb}}$$  (7)

Here $W_{\text{reject}}$ denotes the sum (over all examples $e$) of estimates $w_e(q)$ of qualitative change vectors $q$ that are not consistent with $g$. Similarly $W_{\text{amb}}$ and $W_{\text{nonamb}}$ denote the sum of estimates $w_e(q)$ of vectors $q$ that are respectively ambiguous and not ambiguous for $g$.

Besides the improved error-cost, QUIN uses also a more efficient algorithm for selecting the “minimal cost” QCF. ep-QUIN finds the “minimal cost” QCF by a simple exhaustive search algorithm that forms all possible QCFs and selects the one with the smallest error-cost. This requires the number of error-cost computations that is exponential in the number of attributes. Instead of the exhaustive search, QUIN uses a greedy heuristic algorithm that requires the number of error-cost computations that is quadratic in the number of attributes, but does not guarantee the “minimal cost” QCF. The idea is to start with the QCF that minimizes error-cost over all QCFs that use only one attribute, and then use error-cost to refine the current QCF with another attribute.

## 5 Experimental Evaluation of QUIN Algorithm

Here we experimentally evaluate learning qualitative trees from numerical examples on a set of artificial domains. Since the usual error measures, such as accuracy or mean squared error, are not suitable for qualitative models, we define **qualitative tree performance** as a measure of qualitative tree prediction error. Then we describe the details of our experiments and give results.

We define **qualitative tree performance** as a pair of **qualitative consistency** and **qualitative ambiguity**, that are the percentages of qualitative change vectors that are respectively consistent with, and ambiguous for a qualitative tree. The examples are partitioned according to the splits of the tree and for each example
Table 1. Experimental results: the second column gives the description of the domains, i.e. the class variables $c$ as the function of uniformly distributed attributes. The third column gives qualitative performance of the optimal qualitative tree. The fourth and the fifth column give qualitative performance of trees induced by ep-QUIN and QUIN.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Class variable</th>
<th>Optimal</th>
<th>ep-QUIN</th>
<th>QUIN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sin</td>
<td>$c = \sin(\pi \times \frac{x}{10})$</td>
<td>100/6</td>
<td>100.0/6.4</td>
<td>100.0/5.8</td>
</tr>
<tr>
<td>SinLn</td>
<td>$c = \frac{x}{10} + \text{sign}(x) \times \sin(\pi \times \frac{x}{10})$</td>
<td>100/4</td>
<td>96.2/11.8</td>
<td>98.7/3.1</td>
</tr>
<tr>
<td>Poli</td>
<td>$c = \ln(10^4 +</td>
<td>(x+16)(x+5)(x-5)(x-16)</td>
<td>)$</td>
<td>100/10</td>
</tr>
</tbody>
</table>
| Signs  | $c = \begin{cases} 
\text{sign}(u + 0.5)(x - 10)^2, & \text{if } v \geq 0 \\
\text{sign}(u - 0.5)(y + 10)^2, & \text{otherwise} \end{cases}$ | 100/2   | 93.2/19.4 | 97.4/8.1 |
| QuadA  | $c = x^2 - y^2$ | 100/44  | 99.0/27.1 | 99.7/33.9 |
| QuadB  | $c = (x - 5)^2 - (y - 10)^2$ | 100/44  | 98.3/17.4 | 99.7/27.2 |
| SQuadB | $c = \text{sign}(u)(((x - 5)^2 - (y - 10)^2)$ | 100/38  | 96.6/32.7 | 98.0/31.1 |
| YSinX  | $c = y \sin(\pi \times \frac{x}{10})$ | 100/39  | 94.0/62.0 | 81.6/12.4 |

Ambiguity is used in qualitative tree performance since consistency of the qualitative tree does not give full information about the qualitative tree prediction strength. Consider for example a dataset with two attributes $x_1$ and $x_2$ that are pairwise equal for all the examples. Then QCF $M^+(x_1, x_2)$ is consistent with all the examples, but is not useful in predicting qualitative class change, since it is also ambiguous for any qualitative change vector from the dataset. The qualitative tree performance would in this case be 100%/100%.

The learning algorithms were evaluated on a set of artificial domains with uniformly distributed attributes $x, y \in [-20, 20]$ and $u, v \in [-1, 1]$. The class variables $c$, i.e. the variables to be predicted by a qualitative trees were computed as given in Table 1. For learning we used just the relevant attributes plus 2 uniformly distributed (noise) attributes that do not affect the class value.

To compare qualitative performance of the trees produced by the two algorithms we used learning sets consisting of 200 examples and a separate test set consisting of 500 examples. The results in Table 1 are averages of 10 runs. The table also gives the qualitative performance of the optimal qualitative trees, i.e. the smallest trees with 100% consistency. An example of such optimal qualitative tree for the domain QuadA is given on Fig. 1. Note that the ambiguity of the optimal trees is not zero. This is either because QCFs in leaves use more than one attribute or because of zero change of all the attributes used in a QCF.
On most of the domains, QUIN has better qualitative performance, i.e. higher qualitative consistency and lower ambiguity. Usually QUIN induces a “near-optimal” tree, i.e. small tree with consistency over 96%. The exception is the domain \(Y \sin X\) where the optimal tree has 16 leaves. ep-QUIN and QUIN fail to find a “near-optimal” tree in this domain.

![Graph showing ep-QUIN’s and QUIN’s criterion of split goodness (i.e. tree error-cost) for attribute \(x\) in domain \(Sin\). Note that \(x\) values with minima of QUIN’s error cost \((x=5, -5, -15, 15)\) correspond to points dividing \(\sin(\pi x/10)\) into monotonic areas.](image)

When we compared the trees induced by ep-QUIN and QUIN, we observed that QUIN trees are usually smaller and better correspond to the human intuition. An example is the domain \(Sin\) where QUIN usually induces optimal tree with 5 leaves, whereas ep-QUIN induces larger tree. Fig. 4 gives ep-QUIN’s and QUIN’s tree error-cost for the only relevant attribute \(x\) in the domain \(Sin\). Both algorithms put the split that minimizes the tree error-cost in the root of the qualitative tree. Minima of QUIN tree error-cost \((x=5, -5, -15, 15)\) correspond to splits dividing \(\sin(\pi x/10)\) into monotonic areas, whereas minimum of ep-QUIN tree error-cost \((x=0)\) is not a good split since it splits a monotonic area \(x \in [-5, 5]\). QUIN puts the split \(x \leq 5\) in the root of the qualitative tree, whereas ep-QUIN chooses a suboptimal split \(x \leq 0\) as the topmost split.

6 Conclusions

We presented the QUIN algorithm for induction of qualitative trees and evaluated it on a set of artificial domains. To our knowledge, no study has yet addressed the induction of similar tree-structured qualitative constraints from numerical examples. QUIN, a heuristic improvement of the basic ep-QUIN algorithm, usually produces preferable qualitative trees and is more time-efficient. Our experiments described here and in [14] show that QUIN can handle noisy data, and, at least in simple domains, produces qualitative trees that correspond to human intuition.

In [14,15] QUIN has already been used to induce qualitative control strategies in dynamic domains such as controlling a crane or riding a bicycle. In both
domains some surprising and non-trivial aspects of human control skill have been
induced. QUIN can be applied to other domains as a general tool for qualitative
system identification.
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Abstract. In natural language tasks like text categorization, we usually have an enormous amount of unlabeled data in addition to a small amount of labeled data. We present here a transductive boosting method for text categorization in order to make use of the large amount of unlabeled data efficiently. Our experiments show that the transductive method outperforms conventional boosting techniques that employ only labeled data.

1 Introduction

We can easily access vast quantities of online information with the rapid growth of the Internet and the increase in computing power. However, the more information we can access, the more difficult it becomes to get necessary and sufficient information. Automatic text categorization has attracted a lot of attention among researchers and companies as a measure to extract the necessary and sufficient information efficiently.

The approach of machine learning has recently become popular for text categorization since it can create text classifiers with a high accuracy and without difficulty even if the target text is large and updated frequently. In this approach, inductive methods have played a central role in discriminating unlabeled test data with classifiers constructed from a priori labeled training data. For instance, k-nearest-neighbor \cite{17}, Rocchio \cite{12}, decision trees \cite{7}, Naive-Bayes \cite{7}, and SVM \cite{5,1,15} have been applied to text categorization and have achieved remarkable success.

However, the inductive approach can not guarantee a high enough accuracy when there is a great difference between the training and test data distributions. The problem becomes extremely serious if the amount of training data is small. This is often the case under many practical conditions such as the classification of online Internet texts. Therefore, it is reasonable to utilize the unlabeled test data distribution for training as well as the distribution of a small number of...
labeled training data. Nigam et al. proposed an EM-based method with Naive-Bayes to take account of the distribution of test data under the situation of a small amount of training data [11]. Although the method shows substantial improvements over the performance of the standard Naive Bayes classifier, one of its limitations is the nature that it sometimes obtains a local optimum.

In contrast, Joachims adapted a transductive method to Support Vector Machines (SVM) [6] and obtained significant improvements in the classification performance. Transduction is a general learning framework that minimizes classification errors only for the test data, while induction tries to minimize classification errors for both the training and test data [16]. Transductive SVM (TSVM) achieves a high performance by assuming that the portion of unlabeled examples to be classified into the positive class is determined by the ratio of positive and negative examples in the training data. Accordingly, the possibility of a performance decrease remains under different but typical conditions when the ratio of positive and negative examples in the training data is very different from that in the test data, e.g., a classifier learned by articles in 1995, classifies articles related to the Internet in 2000.

Like SVM, AdaBoost [3,2] is an alternative large margin classifier recently noted for its high generalization ability in NLP applications [4,13]. It produces highly accurate classification rules by combining a number of weak hypotheses, each of which is only moderately accurate. The advantage of AdaBoost over SVM is that we can choose any classifier suitable for our own classification applications. Since the original AdaBoost is an inductive learning method, we propose here a novel transductive boosting algorithm to cope with a small number of training data; in particular, the condition where the ratio of positive and negative examples greatly differs between the training and test data. Our experimental results demonstrate that the proposed algorithm not only outperforms SVM and AdaBoost but is also comparative and sometimes superior to TSVM. The advantage of the method is significant when the number of training data is small and the ratio of positive examples to negative ones in the training data is different from that in the test data. These results confirm that the usefulness of the transductive approach is not limited to SVM but is also effective for a variety of learning methods.

The remainder of the paper is organized as follows. The next section introduces AdaBoost and its global error analysis. After briefly describing how boosting can be regarded as a gradient descent method in a function space, we show how a transductive method can be adapted to AdaBoost. We then report our experimental results on a text categorization task using Japanese newspaper articles and discuss these results. The last section concludes the paper.

2 Boosting

2.1 AdaBoost Algorithm

Boosting became popular for practical use after Freund and Schapire proposed the AdaBoost algorithm [2]. We briefly introduce AdaBoost here.
Given \( m \) training samples \((x_1, y_1), \ldots, (x_m, y_m)\) with feature vectors \( x_1, \ldots, x_m \) and classification classes \( y_1, \ldots, y_m \) (+1 for positive, −1 for negative).

Initialize the weights for training data \( D_1(i) = \frac{1}{m} \), where \( i = 1, \ldots, m \).

A weak learner learns the training data under weight \( D_t \), and we get weak hypothesis \( h_t(x) \), which outputs +1 for a positive evaluation for \( x = x_i \); −1 for a negative evaluation.

Calculate parameter \( \alpha_t \) based on \( \alpha_t = \frac{1}{2} \ln \left( \frac{1-\epsilon_t}{\epsilon_t} \right) \), where \( \epsilon_t \) denotes weighted error rates calculated based on \( \epsilon_t = \sum_{i: h_t(x_i) \neq y_i} D_t(i) \).

Update every weight of the training data based on the following,

\[
D_{t+1}(i) = \frac{D_t(i) \exp(-\alpha_t y_i h_t(x_i))}{Z_t}
\]

where \( Z_t \), the normalized factor for \( \sum_{i=1}^m D_{t+1} \), equals 1.

Return the final hypothesis, merging weak hypotheses linearly as,

\[
H(x) = \sum_{t=1}^T \alpha_t h_t(x).
\]

AdaBoost produces a weak hypothesis for a round and updates weights for the training data \( T \) times \(( t = 1, \ldots, T \)\). As we can see based on (step 5), weight \( D_t(i) \) is multiplied by \( \exp(-\alpha_t) \) when data \( i \) is classified correctly by the weak hypothesis (that is, when \( h_t(x_i) = y_i \)); it is multiplied by \( \exp(\alpha_t) \) when data \( i \) is classified incorrectly (that is, when \( h_t(x_i) \neq y_i \)). When error rates \( \epsilon_t \) are less than 50%, parameter \( \alpha_t \) takes a positive value based on (step 4). The weights of the data learned incorrectly are multiplied by a number larger than one and the learners learn weak hypotheses to focus on their data in the next round. Finally, in (step 6), the learners combine all of the weak learners weighted by parameter \( \alpha_t \), and the final classifier \( H(x) \) is obtained.

Schapire et al. introduced the idea of “margin” and analyzed global errors of AdaBoost (that is, classification errors for unlabeled test data) \([14]\). The margin for training data in boosting is determined as \( y \sum_t \alpha_t h_t(x) / \sum_t \alpha_t \). When \( \alpha_t \) is normalized as \( \sum_t \alpha_t = 1 \), the margin equals \( yH(x) \). If we can take larger margins, the global errors become smaller \([14]\).

3 Transductive Methods and Text Categorization

3.1 The Transductive Method Used in TSVM

We illustrate the transductive SVM (TSVM) and the novel transductive boosting in Figure \([\text{H}]\). The circles, crosses, and triangles denote positive training data, negative training data, and unlabeled test data, respectively. TSVM produces separated hyperplanes by finding the positive examples closest to the negative side and the negative examples closest to the positive side. The “margin” of
TSVM is defined as the distance between two separated hyperplanes. TSVM chooses separated hyperplanes such that they maximize the margins while allowing classification errors below some fixed rate.

TSVM first produces a classifier using only the training data by SVM. All of the test data are given temporary classes by the classifier. The classifiers, after that, are iteratively constructed by focusing only on the temporary labeled data. As the figure shows, if they can find a pair of positive and negative examples near the classification boundary such that an exchange of their temporary classes decreases the classification errors, they exchange their classes and re-learn the classifier by SVM. They repeat the exchange of classes and re-learning until there is no pair of test data for which labels have to be exchanged, and they finally obtain a hyperplane fitting the distribution of the test data.

On the other hand, the margin in boosting is the sum of the distances between every training data and optimal classification bound, such as the right side of Figure 1. Boosting tries to maximize the average of all margins. Our transductive method labels the one most reliable example at every round as described in the following sections.

3.2 Explanation of Boosting Using Gradient Descent Methods

Recently, it has become clear that boosting can be regarded as an algorithm that chooses a weak hypothesis in the direction of the gradient descent of cost functions in a function space \( \mathcal{H} \).

Mason et al. stated that the AdaBoost algorithm corresponds to an algorithm that minimizes a cost function of the \( \exp(-M) \) type in MarginBoost, where \( M \) is the margin. The cost function of the AdaBoost algorithm is

\[
    Cost(H(x)) = \frac{1}{m} \sum_{i=1}^{m} \exp(-y_i H(x_i)).
\]

The cost is taken as an average of margins for a power function measure. As a result, a larger cost is evaluated for classification errors for example. Minimizing the value of this cost function corresponds to maximizing the margins and also corresponds to minimizing the global errors as mentioned in the previous section.

Let us consider a class \( \mathcal{H} \) of weak classifiers \( h : X \to \{+1, -1\} \) (where \( X \) is the space of feature vectors). \( \text{lin}(\mathcal{H}) \) is the set of all linear combinations of the
functions in \( \mathcal{H} \). The inner product is defined by \(< F, G > = \frac{1}{m} \sum_{i=1}^{m} F(x_i)G(x_i)\) for all \( F, G \in \text{lin}(\mathcal{H}) \). We define the inner product space \((\mathcal{X}, <, >)\) using the inner product, where \( \mathcal{X} \) is a linear space of functions that contains \( \text{lin}(\mathcal{H}) \), and \(<, >\) stands for the inner product. Now suppose we have a function \( H \in \text{lin}(\mathcal{H}) \) and we wish to find a new \( h \in \text{lin}(\mathcal{H}) \) to add to \( H \) so that \( \text{Cost}(H + \epsilon h) \) decreases for some small value of \( \epsilon \). We define the functional derivative of the cost function of \( H \) as
\[
\nabla \text{Cost}(H)(x) \overset{\text{def}}{=} \left. \frac{\partial \text{Cost}(H + \alpha 1_x)}{\partial \alpha} \right|_{\alpha = 0}
\]
where \( 1_x \) is the indicator function of \( x \). The cost function can be expanded to the first order in \( \epsilon \),
\[
\text{Cost}(H + \epsilon h) = \text{Cost}(H) + \epsilon < \nabla \text{Cost}(H), h >.
\]
Here, we can use the gradient descent method. That is, the greatest reduction in cost will occur for the \( h \) maximizing \(- < \nabla \text{Cost}(H), h >\). After all, we wish to find \( h_{t+1}, \alpha_{t+1} \) to minimize
\[
\sum_{i=1}^{m} \text{Cost}(y_i H_t(x_i) + y_i \alpha_{t+1} h_{t+1}(x_i))
\]
in the function space to get the weak hypothesis \( h_{t+1} \) at round \( t \).

### 3.3 The Transductive Boosting Method

Let us consider the minimization of the cost function mentioned in the former section in the framework of transductive methods. The cost function, including \( n \) test examples \( x_{m+1}, ..., x_{m+n} \), is described as
\[
\text{Cost}(H(x)) = \frac{1}{m+n} \left\{ \sum_{i=1}^{m} \exp(-y_i H(x_i)) + \sum_{j=m+1}^{m+n} \exp(-y_j^* H(x_j)) \right\}
\]
where \( y_j^* \) is a temporary class label for \( x_j \). \( y_j^* \) is unknown, and the initial value of \( y_j^* \) is stored with 0. This algorithm aims to label +1(positive) or −1(negative) correctly for \( y_j^* \). In the early rounds, the accuracy of the classifiers combining linearly weak learners is low because the learning is not sufficient unlike in SVM. If we label the classes for \( y_j^* \) based on these classifiers, incorrect labels are labeled to the data at a high ratio. Then, if boosting is performed with this large amount of wrongly labeled test data, an incorrect gradient descent is obtained, and moreover, the accuracy of the final classifier is low. We should perform labeling for the test data at a high accuracy.

Therefore, in every round, we label the class for only the most reliable test data. We label this class supposing that the ratio of positive and negative examples is the same as the ratio of positive and negative examples in the training data. For the test data, we add (step 2) and (step 7) to the AdaBoost algorithm in section 2.1 as follows.
(step 1) Given $m$ training samples $(x_1, y_1), \ldots, (x_m, y_m)$ with feature vectors $x_1, \ldots, x_m$ and classification classes $y_1, \ldots, y_m$ (+1 for positive, −1 for negative).

Initialize the weights for training data $D_1(i) = \frac{1}{m}$, where $i = 1, \ldots, m$.

(step 2) Given $n$ test samples $(x_{m+1}, y_{m+1}^*), \ldots, (x_{m+n}, y_{m+n}^*)$ with feature vectors $x_{m+1}, \ldots, x_{m+n}$ and classification classes $y_{m+1}^*, \ldots, y_{m+n}^*$ whose initial values are 0.

Initialize the weights for test data $D_1(j) = 0$ ($j = m + 1, \ldots, m + n$).

(step 3) For $t = 1, \ldots, T$, repeat (step 4)-(step 7)

(step 4) A weak learner learns labeled data (that is, $y_i \neq 0$) under weight $D_t$, and we get weak hypothesis $h_t(x)$, which outputs +1 for a positive evaluation for $x = x_i$; −1 for a negative evaluation.

(step 5) Calculate parameter $\alpha_t$ based on $\alpha_t = \frac{1}{2} \ln \left( \frac{1 - \epsilon_t}{\epsilon_t} \right)$, where $\epsilon_t$ denotes weighted error rates calculated based on $\epsilon_t = \sum_{i: h_t(x_i) \neq y_i} D_t(i)$.

(step 6) Update every weight of the training data based on the following,

\[
D_{t+1}(i) = \frac{D_t(i) \exp(-\alpha_t y_i h_t(x_i))}{Z_t}
\]

where $Z_t$, the normalized factor for $\sum_{i=1}^{m} D_{t+1}$, equals 1.

(step 7) Let $m^+$ be the number of training data with a positive class, $n_{labeled}$ be the number of test data with an already labeled class, and $n^+_{labeled}$ be the number of test data with an already labeled positive class.

(i) If $n_{labeled} = 0$ or $m^+/m \geq n^+_{labeled}/n_{labeled}$, then we choose the test sample $j$ that maximizes

\[
H(x_j) = \sum_{k=1}^{t} \alpha_k h_k(x_j)
\]

in the test data such that $y_j = 0$, and give $y_j = +1$ and $D_{t+1}(j) = \epsilon$ ($\epsilon$ is a small value, for example, $\epsilon = 0.01$). Then, we update the weight of the data already labeled as follows,

\[
D_{t+1}(i) = \frac{D_t(i)}{Z_t^i}
\]

Here, $Z_t^i$ is the normalizing factor such that the sum of the data without $j$ equals $1 - \epsilon$.

(ii) If $n_{labeled} \neq 0$ and $m^+/m < n^+_{labeled}/n_{labeled}$, then we choose the test sample $j$ that minimizes

\[
H(x_j) = \sum_{k=1}^{t} \alpha_k h_k(x_j)
\]

in the test data such that $y_j = 0$, and give $y_j = -1$ and $D_{t+1}(j) = \epsilon$. Then, we update the weight of the data already labeled as follows,

\[
D_{t+1}(i) = \frac{D_t(i)}{Z_t^i}
\]
Here, $Z'_t$ is the normalizing factor such that the sum of the data without $j$ equals $1 - \epsilon$.

(step 8) Return the final hypothesis, merging weak hypotheses linearly as,

$$H(x) = \sum_{t=1}^{T} \alpha_t h_t(x).$$

(step 2) is for initializing the labels and weights of the test samples. (step 7) is for performing labeling such that the ratio of positive and negative test samples always equals that of the training data. A small value is given for the weight to test samples selected at this step, because the reliability of the labels is lower than that of the training samples.

Taking these steps can produce classifiers minimizing the value of the cost function because we can select data to lower the probability of labeling $y^*_j$ wrongly and can choose data to maximize $y^*_j H(x_j)$ at a round in the hill-climbing way with the term of $\exp(-y^*_j H(x_j))$ in the cost function (Figure 2).

As another option of our algorithm, we can use the algorithm after weak learners are produced using only labeled data several times. We can also choose to label several test examples per round by executing (step 7) several times per round, although the algorithm would need more iterations than the number of test examples.

4 Experimental Results

4.1 Experimental Settings

Our experiments were conducted using the RWCP corpus, which contains 30,207 newspaper articles taken from the Mainichi Shinbun Newspaper published in 1994. Each article was assigned multiple UDC (Universal Decimal Classification) codes, each of which represented a category of the articles. UDC is a hierarchical classification system and has about 60,000 main categories. The text collection has a total of 97,095 categories among which there are 14,407 different categories, i.e., 3.2 categories per article.
In the remainder of this paper, we focus on the ten categories that appeared most often in the corpus: sports, criminal law, government, education, traffic, military affairs, international relations, communications, theater, and agriculture. We made binary classifiers for each of the categories whether a sample belonged to the category or not. The total number of articles used for both the training and the test was 1,000. Table 1 summarizes the numbers of training and test articles in each category. These articles were word-segmented and part of speech tagged by the Japanese morphological analyzing system Chasen \[10\]. This process generated 20,490 different words. Throughout our experiments, 1,000 words with high mutual information were used as the input feature space because they were keywords sufficient enough to characterize the classes.

The mutual information (MI) between a word \( t \) and a category \( c \) is defined as follows,

\[
MI(t, c) = \sum_{t \in \{0,1\}} \sum_{c} P(t, c) \log \frac{P(t, c)}{P(t)P(c)}.
\]

MI becomes large when the occurrence of \( t \) is biased to one side between category \( c \) and other categories. Consequently, the words with high mutual information in category \( c \) can be considered as keywords in the category.

The iteration \( T \) was 1000 in all of our experiments. The value of 0.01 was used for \( \epsilon \) in transductive AdaBoost. The value for each feature was a binary value, which indicated whether the word appeared in a document or not. This binary value was employed to study the pure effects of each word.

### 4.2 The Evaluation Method

The \( F \)-measure was used for the evaluation measure. For every classification, we can calculate

\[ F = \frac{2 \times Precision \times Recall}{Precision + Recall} \]

1 The results for other categories were very similar to these 10 categories.
\[ a = (\text{the number of data the classifier evaluates positive for positive data}), \]
\[ b = (\text{the number of data the classifier evaluates positive for negative data}), \]
\[ c = (\text{the number of data the classifier evaluates negative for positive data}). \]

Then, we can calculate the precision \((P)\) and recall \((R)\) as
\[
P = \frac{a}{a + b}, \quad R = \frac{a}{a + c}.
\]

By combining the precision and recall, the F-measure is defined as follows:
\[
F = \frac{1 + \beta^2}{\frac{1}{P} + \beta^2 \frac{1}{R}}.
\]

The F-measure varies between 0 and 1. The larger the F-measure becomes, the higher the classification accuracy gets. \(\beta\) is a weight parameter and we set \(\beta = 1\).

### 4.3 Relation between the Number of Training Data and the Accuracy

First, when the ratio of positive to negative examples in the training data was the same as that in the test data, we carried out experiments on text classification using the transductive AdaBoost algorithm with a one-depth decision tree as a weak learner. For comparison, we also performed experiments using the standard AdaBoost with a one-depth decision tree (BoosTexter) \[13\], SVM, and TSVM. We increased the number of training data from 75 to 1000, and we classified the 1000 test data. Figure 4 shows the results (F-measure) of the average among ten categories.

The accuracy increases significantly using the transductive method considering the distribution of 1000 test data. In particular, when there is a small number of training data, the growth of the classification accuracy becomes dramatically large. When the number of training data is 75, the F-measure for boosting is 0.438 and that for transductive boosting is 0.569; the difference is 0.131. The accuracy of the classification using only 75 training data in the transductive method almost equals the accuracy of that using 200 training data in the inductive method. This indicates that the transductive method is useful for improving the classification accuracy for a small number of training examples. Compared with SVM and TSVM with a linear kernel function, the classification using transductive boosting is slightly weaker than TSVM but exceeds SVM. The increase in the accuracy from the boosting to the transductive boosting decreases, while the classification accuracy increases monotonically without 1000 training data in the boosting. This might be because when the number of training data is 1000, the distribution of the test data is similar to that of the training data.

We show the details of the results for every category in Table 2 and Table 3. The bold face numbers denote the best accuracies for every category. The categories with high classification accuracies sometimes show decreases using the transductive method, e.g., 0.750 to 0.723 for criminal law using 1000 training data. However, the categories of education system, military affairs, international relations, and communications, which have low classification accuracies using the inductive method, show dramatically increases using the transductive method.
Table 2. F-measure for the number of training data (Transductive Boosting).

<table>
<thead>
<tr>
<th>Category</th>
<th># of training data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>75</td>
</tr>
<tr>
<td>sports</td>
<td>0.642</td>
</tr>
<tr>
<td>criminal law</td>
<td>0.600</td>
</tr>
<tr>
<td>government</td>
<td>0.723</td>
</tr>
<tr>
<td>educational system</td>
<td>0.459</td>
</tr>
<tr>
<td>traffic</td>
<td>0.495</td>
</tr>
<tr>
<td>military affairs</td>
<td>0.507</td>
</tr>
<tr>
<td>international relations</td>
<td>0.429</td>
</tr>
<tr>
<td>communications</td>
<td>0.493</td>
</tr>
<tr>
<td>theater</td>
<td>0.583</td>
</tr>
<tr>
<td>agriculture</td>
<td>0.750</td>
</tr>
<tr>
<td>avg.</td>
<td>0.569</td>
</tr>
</tbody>
</table>

Table 3. F-measure for the number of training data (Boosting).

<table>
<thead>
<tr>
<th>Category</th>
<th># of training data</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>75</td>
</tr>
<tr>
<td>sports</td>
<td>0.675</td>
</tr>
<tr>
<td>criminal law</td>
<td>0.561</td>
</tr>
<tr>
<td>government</td>
<td>0.607</td>
</tr>
<tr>
<td>educational system</td>
<td>0.287</td>
</tr>
<tr>
<td>traffic</td>
<td>0.514</td>
</tr>
<tr>
<td>military affairs</td>
<td>0.216</td>
</tr>
<tr>
<td>international relations</td>
<td>0.324</td>
</tr>
<tr>
<td>communications</td>
<td>0.119</td>
</tr>
<tr>
<td>theater</td>
<td>0.385</td>
</tr>
<tr>
<td>agriculture</td>
<td>0.690</td>
</tr>
<tr>
<td>avg.</td>
<td>0.438</td>
</tr>
</tbody>
</table>

Let us move on to the second experimental condition. We changed the ratio of positive to negative examples in the training data from 1:1 to 1:4 (the original data distribution depicted in Figure 3 is 1:9). The total number of training examples was changed from 20 to 150. The results (the averages of ten categories) are shown in Figure 4. The performance of the transductive boosting is almost the same as that of TSVM and sometimes outperforms TSVM when the training and test distributions are significantly distinct, for example, $N_p : N_n = 1 : 1$ and 150 training samples. This indicates that the good performance of TSVM is largely dependent on the ratio of positive and negative examples.

5 Conclusion

We have proposed a transductive boosting method for text classification problems. We carried out experiments in which we varied the number of training
data, and compared the transductive method to the standard AdaBoost, SVM, and TSVM. The results indicated that the transductive boosting method can improve the performance of text categorization in situations where we have an enormous number of unlabeled data in addition to a small number of labeled training data. When the ratio of positive to negative examples in the training data differs from that in the test data, the advantage of our transductive boosting method in terms of performance is significant. This suggests that our transductive boosting method might be appropriate particularly when we do not know the ratio of positive and negative examples in the test data. Overall, our results show that the transductive approach is effective for a variety of learning methods and potentially promising for other applications.
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Abstract. In this paper, we explored a learning approach which combines different learning methods in inductive logic programming (ILP) to allow a learner to produce more expressive hypotheses than that of each individual learner. Such a learning approach may be useful when the performance of the task depends on solving a large amount of classification problems and each has its own characteristics which may or may not fit a particular learning method. The task of semantic parser acquisition in two different domains was attempted and preliminary results demonstrated that such an approach is promising.

1 Motivation

While a significant portion of machine learning research has devoted to tackling tasks that involve solving a single classification problem, some domains require solving a large sequence of classification problems in order to perform the task successfully. For instance, in learning control rules for semantic parsing using inductive logic programming [1], one needs to specialize a parser by inducing control rules for a large set of parsing operators. However, each induction problem has its own characteristics. The performance hit on the task could be significant if a single (ILP) learner performs poorly on some of these problems because its language bias is “inappropriate” for them. Therefore, using a mixture of language biases might be beneficial (if not sacrificing too much computational efficiency).

A typical ILP algorithm can be viewed as a loop in which a certain clause constructor is embedded. A clause constructor is formally defined here as a function $f : T \times B \times E \rightarrow S$ such that given the current building theory $T$, a set of training examples $E$, and the set of background knowledge $B$, it produces a set of clauses $S$. For example, to construct a clause using FOIL [2] given an existing partial theory $T_p$ (which is initially empty) and a set of training examples $\xi^+ \cup \xi^-$ (positive and negative), one uses all the positive examples not covered by $T_p$ to learn a single clause $C$. So, we have $f_{\text{Foil}}(T_p, B, \xi^+ \cup \xi^-) = f_{\text{Foil}}(T_p, B, \{e \in \xi^+ \mid T_p \not= e\} \cup \xi^-) = \{C\}$. Notice that $f_{\text{Foil}}$ always produces a singleton set. Since different constructors create...
clauses of different characteristics (like syntax and accuracy), a learner using multiple clause constructors could exploit the various language biases available to produce more expressive hypotheses. We want to examine the potential benefit of this approach on learning semantic parsers.

Section 2 reviews two ILP algorithms we used in our new approach which is described in Section 3. Section 4 presents the task of learning semantic parsers as our experimental domain. Experimental results are presented in Section 5 followed by conclusions in Section 6.

2 Background

2.1 An Overview of Chillin

Chillin was the first ILP algorithm that has been applied to the task of learning control rules for a semantic parser in a system called Chill. It has a compaction outer loop that builds a more general hypothesis with each iteration. In each iteration, a clause is built by finding the least general generalization (LGG) under $\theta$-subsumption of a random pair of clauses in the building definition $\text{DEF}$ and is specialized by adding literals to its body like FOIL. The clause with the most compaction is returned. The compaction loop is as follows:

\[
\text{DEF} := \{ e \leftarrow \text{true} \mid e \in \xi^+ \}
\]

Repeat

\[
\begin{align*}
\text{PAIRS} & := \text{a sampling of pairs of clauses from } \text{DEF} \\
\text{GENS} & := \{ G \mid G = \text{Find}_A\text{.Clause}(C_i, C_j, \text{DEF}, \xi^+, \xi-) \text{ for } (C_i, C_j) \in \text{PAIRS} \} \\
G & := \text{the clause in } \text{GENS} \text{ yielding most compaction} \\
\text{DEF} & := (\text{DEF} - (\text{clauses empirically subsumed by } G)) \cup \{ G \}
\end{align*}
\]

Until no-further-compaction

Return $\text{DEF}$

Once a clause is found, it is added to the current theory $\text{DEF}$. Any other clause empirically subsumed by it will be removed. A clause $C$ empirically subsumes $D$ if all (finitely many) positive examples covered by $D$ are covered by $C$ given the same set of background knowledge. If a clause cannot be refined using the given set of background knowledge, it will attempt to invent a predicate using a method similar to CHAMP. Now, let’s define the clause constructor $f_{\text{Chillin}}$ for Chillin. (Strictly speaking, $f_{\text{Chillin}}$ is not a function because of algorithmic randomness. To make it a function, one has to include an additional argument specifying the state of the system. For simplicity, we just omit it here and assume it behaves like a function.) Given a current partial theory $T_p$ (initially empty), background knowledge $B$, and $\xi^+ \cup \xi^-$ as inputs, $f_{\text{Chillin}}$ takes $T_p \cup \{ e \in \xi^+ \mid T_p \nmid e \}$ to form the initial $\text{DEF}$. A clause $G$ with the best coverage is then learned by going through the compaction loop for one step. So, $f_{\text{Chillin}}(T_p, B, \xi^+ \cup \xi^-) = \{ G \}$. However, we are going to allow $f_{\text{Chillin}}$ to return the best $n$ clauses in $\text{GENS}$ by coverage instead and use this more relaxed version of $f_{\text{Chillin}}$ in our algorithm.
2.2 An Overview of mFoil

Like FOIL, mFoil is a top-down ILP algorithm. However, it uses a more direct accuracy estimate, the \( m \)-estimate [5], to measure the expected accuracy of a clause which is defined as

\[
\text{accuracy}(C) = \frac{s + m \cdot p^+}{n + m}
\]  

(1)

where \( C \) is a clause, \( s \) is the number of positive examples covered by the clause, \( n \) is the total number of examples covered, \( p^+ \) is the prior probability of the class \( \oplus \), and \( m \) is a parameter.

mFoil was designed with handling imperfect data in mind. It uses a pre-pruning algorithm which checks if a refinement of a clause can be possibly significant. If so, it is retained in the search. The significant test is based on the likelihood ratio statistic. Suppose a clause covers \( n \) examples and \( s \) of which are positive examples, the value of the statistic is calculated as follows:

\[
\text{Likelihood Ratio} = 2n(q^+ \log \frac{q^+}{p^+} + q^- \log \frac{q^-}{p^-})
\]

(2)

where \( p^+ \) and \( p^- \) are the prior probabilities of the class \( \oplus \) and \( \ominus \) respectively, \( q^+ = \frac{s}{n} \), and \( q^- = 1 - q^+ \). This is distributed approximately as \( \chi^2 \) with 1 degree of freedom. If the estimated value of a clause is above a particular threshold, it is considered significant. A clause, therefore, cannot be possibly significant if the upper bound \(-2s \log p^+\) is already less than the threshold and will not be further refined.

The search starts with the most general clause. Literals are added successively to the body of a clause. A beam of promising clauses are maintained, however, to partially overcome local minima. The search stops when no clauses in the beam can be significantly refined and the most significant one is returned. So, given the current building theory \( T_p \), background knowledge \( B \), training examples \( \xi^+ \cup \xi^- \), \( f_{\text{mFoil}}(T_p,B,\xi^+ \cup \xi^-) = \{C\} \) where \( C \) is the most significant clause found in the search beam. Again, we use a modified version of \( f_{\text{mFoil}} \) which returns the entire beam of promising clauses when none of them can be significantly refined.

3 Using Multiple Clause Constructors in COCKTAIL

The use of multi-strategy learning to exploit diversity in hypothesis space and search strategy is not novel [15]. However, our focus here is applying a similar idea specifically in ILP where different learning strategies are integrated in a unifying hypothesis evaluation framework.

A set of clause constructors (like FOIL’s or GOLEM’s) have to be chosen in advance. The decision of what constitutes a sufficiently rich set of constructors depends on the application one needs to build. Although an arbitrary number of clause constructors is permitted (in principle), in practice one should use only a handful of useful constructors to reduce the complexity of the search as much as
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### Procedure COCKTAIL

**Input:**
- $\xi^+, \xi^-$: the $\oplus$ and $\ominus$ examples respectively
- $F$: a set of clause constructors
- $B$: a set of sets of background knowledge for each clause constructor in $F$
- $M$: the metric for evaluating a theory

**Output:**
- $T$: the learned theory

-----------

$T := \{\}$

**Repeat**

$\text{Clauses} := \bigcup_{f_i, F, B_i} f_i(T, B_i; \xi^+ \cup \xi^-)$

Choose $C \in \text{Clauses}$ such that $M(T - \{\text{clauses empirically subsumed by } C\} \cup \{C\}, \xi^+ \cup \xi^-)$ is the best

$T := T - \{\text{clauses empirically subsumed by } C\} \cup \{C\}$

**Until** $M(T, \xi^+ \cup \xi^-)$ does not improve

**Return** $T$

**End Procedure**

---

**Fig. 1.** Outline of the COCKTAIL Algorithm

possible. We have chosen mFOIL’s and CHILLIN’s clause constructors primarily because of their inherent differences in language bias and the relative ease to modify them to return a set of clauses of a given size.

The search of the hypothesis space starts with the empty theory. At each step, a set of potential clauses is produced by collecting all the clauses constructed using the different clause constructors available. Each clause found is then used to compact the current building theory to produce a set of new theories; existing clauses in the theory that are empirically subsumed by the new clause are removed. The best one is then chosen according to the given theory evaluation metric and the search stops when the metric score does not improve. The algorithm is outlined in Figure 1.

As the “ideal” solution to an induction problem is the hypothesis that has the minimum size and the most predictive power, some form of bias leading the search to discover such hypotheses would be desirable. It has been formulated in the Minimum Description Length (MDL) principle that the most probable hypothesis $H$ given the evidence (training data) $D$ is the one that minimizes the complexity of $H$ given $D$ which is defined as

$$K(H \mid D) = K(H) + K(D \mid H) - K(D) + c$$  \hspace{1cm} (3)$$

where $K(\cdot)$ is the Kolmogorov complexity function and $c$ is a constant. This is also called the ideal form of the MDL principle. In practice, one would instead find an $H$ of some set of hypotheses that minimizes $L(H) + L(D \mid H)$ where $L(x) = -\log_2 Pr(x)$ and interpret $L(x)$ as the corresponding Shannon-Fano
(or Huffman) codeword length of $x$. However, if one is concerned with just the ordering of hypotheses but not coding or decoding them, it seems reasonable to use a metric that gives a rough estimate instead of computing the complexity directly using the encoding itself as it would be computationally more efficient.

Now, let $S(H \mid D)$ be our estimation of the complexity of $H$ given $D$ which is defined as

$$S(H \mid D) = S(H) + S(D \mid H) - S(D)$$  \hspace{1cm} (4)$$

where $S(H)$ is the estimated prior complexity of $H$ and

$$S(D \mid H) = S(\{e \leftarrow \text{true} \mid e \in \xi^+ \text{ and } H \not= e\}) + S(\{false \leftarrow e \mid e \in \xi^- \text{ and } H \mid e\})$$  \hspace{1cm} (5)$$

is the estimated complexity of $D$ given $H$. This is roughly a worst case estimate of the complexity of a program that computes the set $D$ given $H$. A much better scheme would be to compute $S(H_1 \cup \{T \leftarrow T', \text{not } T''\} \cup H_2)$ instead where $H_1$ and $H_2$ are some (compressive) hypotheses consistent with the uncovered positive examples of $H$ and covered negative examples of $H$ respectively, $T$ is the target concept $t(R_1, \ldots, R_k)$ that we need to learn, $T' = t'(R_1, \ldots, R_k)$ and $T'' = t''(R_1, \ldots, R_k)$ are the renaming of the target concept. (All predicates $t/k$ appearing in any clause in $H$ and $H_2$ have to be renamed to $t'/k$ and $t''/k$ respectively.) Computing $H_1$ and $H_2$ could be problematic, however, and thus we simply take the worst case assuming the discrepancy between $H$ and $D$ is not compressible. A very simple measure is employed here as our complexity estimate [8]. The size $S$ of a set of Clauses (or a hypothesis) where each clause $C$ with a Head and a Body is defined as follows:

$$S(\text{Clauses}) = \sum_{C \in \text{Clauses}} 1 + \text{termsize(Head)} + \text{termsize(Body)}$$  \hspace{1cm} (6)$$

where

$$\text{termsize}(T) = \begin{cases} 1 & \text{if } T \text{ is a variable} \\ 2 & \text{if } T \text{ is a constant} \\ 2 + \sum_{i=1}^{\text{arity}(T)} \text{termsize(arg}_i)(T)) & \text{otherwise.} \end{cases}$$  \hspace{1cm} (7)$$

The size of a hypothesis can be viewed as a sum of the average number of bits required to encode a symbol appearing in it which can be a variable, a constant, a function symbol, or a predicate symbol, plus one bit of encoding each clause terminator. (Note that this particular scheme gives less weight to variable encoding.) Finally, our theory evaluation metric is defined as

$$M(H, D) = S(H) + S(D \mid H).$$  \hspace{1cm} (8)$$

The goal of the search is to find the $H$ that minimizes the metric $M$. The metric is purely syntactic; it does not take into account the complexity of proving an instance [14]. However, we are relying on the assumption that syntactic complexity implies computational complexity although this and the reverse are not true in general. So, the current metric does not guarantee finding the hypothesis with the shortest proof of the instances.
4 Learning to Parse Questions into Logical Queries

Being able to query a database using natural languages has been an interesting task since the 60’s as most users of the database may not know the underlying database access language. The need for such applications is even more pronounced with the rapid development of the Internet which has become an important channel for information delivery. Screenshots of a natural language interface (NLI) we developed are shown in Figure 2.

Traditional (rationalist) approaches to constructing database interfaces require an expert to hand-craft an appropriate semantic parser [9]. However, such hand-crafted parsers are time consuming to develop and suffer from problems with robustness and incompleteness. Nevertheless, very little research in empirical NLP has explored the task of automatically acquiring such interfaces from annotated training examples. The only exceptions of which we are aware are a statistical approach to mapping airline-information queries into SQL presented in [10], a probabilistic decision-tree method for the same task described in [11], and an approach using inductive logic programming to learn a logic-based semantic parser described in [1].

We are going to briefly review our overall approach using an interface developed for a U.S. Geography database (Geoquery) as a sample application [1] which is available on the Web at http://www.cs.utexas.edu/users/ml/geo.html.

4.1 Semantic Representation

First-order logic is used as a semantic representation language. CHILL has also been applied to a restaurant database in which the logical form resembles SQL, and is translated automatically into SQL (see Figure 2). We explain the features of the Geoquery representation language through a sample query:
Input: “What is the largest city in Texas?”
Query: \(\text{answer}((C), \text{largest}(C, (\text{city}(C), \text{loc}(C, S), \text{const}(S, \text{stateid(texas))))))\).

Objects are represented as logical terms and are typed with a semantic category using logical functions applied to possibly ambiguous English constants (e.g. \(\text{stateid(Mississippi)}\), \(\text{riverid(Mississippi)}\)). Relationships between objects are expressed using predicates; for instance, \(\text{loc}(X, Y)\) states that \(X\) is located in \(Y\).

We also need to handle quantifiers such as ‘largest’. We represent these using meta-predicates for which at least one argument is a conjunction of literals. For example, \(\text{largest}(X, \text{Goal})\) states that the object \(X\) satisfies \(\text{Goal}\) and is the largest object that does so, using the appropriate measure of size for objects of its type (e.g. area for states, population for cities). Finally, an unspecified object required as an argument to a predicate can appear elsewhere in the sentence, requiring the use of the predicate \(\text{const}(X, C)\) to bind the variable \(X\) to the constant \(C\).

4.2 Parsing Actions

Our semantic parser employs a shift-reduce architecture that maintains a stack of previously built semantic constituents and a buffer of remaining words in the input. The parsing actions are automatically generated from templates given the training data. The templates are INTRODUCE, COREF_VARS, DROP_CONJ, LIFT_CONJ, and SHIFT. INTRODUCE pushes a predicate onto the stack based on a word appearing in the input and information about its possible meanings in the lexicon. COREF_VARS binds two arguments of two different predicates on the stack. DROP_CONJ (or LIFT_CONJ) takes a predicate on the stack and puts it into one of the arguments of a meta-predicate on the stack. SHIFT simply pushes a word from the input buffer onto the stack. The parsing actions are tried in exactly this order. The parser also requires a lexicon to map phrases in the input into specific predicates. This lexicon can also be learned automatically from the training data [12].

Let’s go through a simple trace of parsing the request “What is the capital of Texas?” A lexicon that maps ‘capital’ to ‘\text{capital}(\_\_)’, ‘of’ to ‘\text{loc}(\_\_, \_)’, and ‘Texas’ to ‘\text{const}(\_\_, \text{stateid(texas)})’ suffices here. Interrogatives like “what” may be mapped to predicates in the lexicon if necessary. The parser begins with an initial stack and a buffer holding the input sentence. Each predicate on the parse stack has an attached buffer to hold the context in which it was introduced; words from the input sentence are shifted onto this buffer during parsing. The initial parse state is shown below:

\begin{itemize}
  \item \textbf{Parse Stack:} \text{[answer(\_\_):[]]}
  \item \textbf{Input Buffer:} \text{[what,is,the,capital,of,texas,?]}
\end{itemize}

Since the first three words in the input buffer do not map to any predicates, three SHIFT actions are performed. The next is an INTRODUCE as ‘capital’ is at the head of the input buffer:

\begin{itemize}
  \item \textbf{Parse Stack:} \text{[capital(\_\_):[], answer(\_\_):[the,is,what]]}
  \item \textbf{Input Buffer:} \text{[capital,of,texas,?]}
\end{itemize}
The next action is a COREF_VARS that binds the argument of capital(\_\_) with the first argument of answer(\_\_,\_\_).

**Parse Stack:** [capital(\_\_):[], answer(\_\_,\_\_):[the,is,what]]

**Input Buffer:** [capital,of,texas,?]

The next sequence of steps are a SHIFT followed by an INTRODUCE

**Parse Stack:** [loc(\_\_\_\_):[], capital(\_\_\_\_):[capital], answer(\_\_,\_\_):[the,is,what]]

**Input Buffer:** [of,texas,?]

The next sequence of steps are a COREF_VARS, a SHIFT, an INTRODUCE, and then a COREF_VARS:

**Parse Stack:** [const(S,stateid(texas)):[], loc(\_\_\_\_,\_\_\_\_):[of],capital(\_\_\_,\_\_\_):[capital], answer(\_\_,\_\_):[the,is,what]]

**Input Buffer:** [texas,?]

The last four steps are three DROP_CONJ’s followed by two SHIFT’s:

**Parse Stack:** [answer(\_\_, (capital(\_\_),loc(\_\_,\_\_),const(S,stateid(texas))))):[the,is,what]]

**Input Buffer:** []

This is the final state and the logical query is extracted from the stack.

### 4.3 Learning Control Rules

The initially constructed parser has no constraints on when to apply actions, and is therefore overly general and generates numerous spurious parses. Positive and negative examples are collected for each action by parsing each training example and recording the parse states encountered. Parse states to which an action *should* be applied (i.e. the action leads to building the correct semantic representation) are labeled positive examples for that action. Otherwise, a parse state is labeled a negative example for an action if it is a positive example for another action below the current one in the *ordered* list of actions. Control conditions which decide the correct action for a given parse state are learned for each action from these positive and negative examples.

### 5 Experimental Results

#### 5.1 The Domains

Two different domains are used for experimentation here. The first one is the United States Geography domain. The database contains about 800 facts implemented in Prolog as relational tables containing basic information about the U.S. states like population, area, capital city, neighboring states, and so on. The second domain consists of a set of 1000 computer-related job postings, such as job announcements, from the USENET newsgroup austin.jobs. Information from these job postings are extracted to create a database which contains the following types of information: 1) the job title, 2) the company, 3) the recruiter, 4) the location, 5) the salary, 6) the languages and platforms used, and 7) required or desired years of experience and degrees [13].
Table 1. Results on all the experiments performed. Geo1000 consists of 1000 sentences from the U.S. Geography domain. Jobs640 consists of 640 sentences from the job postings domain. R = recall, P = precision, S = average size of a hypothesis found for each induction problem when learning a parser using the entire corpus, and T = average training time in mins.

<table>
<thead>
<tr>
<th>Parsers learned with \ Corpora</th>
<th>Geo1000</th>
<th>Jobs640</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R</td>
<td>P</td>
</tr>
<tr>
<td>Cocktail ((f_{mf\text{Foil}} + f_{Chillin}))</td>
<td>79.40</td>
<td>89.92</td>
</tr>
<tr>
<td>Cocktail ( (f_{mf\text{Foil}} \text{ only}) )</td>
<td>75.10</td>
<td>88.98</td>
</tr>
<tr>
<td>Cocktail ( (f_{Chillin} \text{ only}) )</td>
<td>70.80</td>
<td>91.38</td>
</tr>
<tr>
<td>Chillin</td>
<td>71.00</td>
<td>90.79</td>
</tr>
<tr>
<td>mFoil</td>
<td>67.50</td>
<td>87.10</td>
</tr>
</tbody>
</table>

5.2 Experimental Design

The U.S. Geography domain has a corpus of 1000 sentences collected from undergraduate students in our department and from real users of our Web interface. The job database information system has a corpus of 640 sentences; 400 of which are artificially made using a simple grammar that generates certain obvious types of questions people may ask and the other 240 are questions obtained from real users of our interface. Both corpora are available at ftp://ftp.cs.utexas.edu/pub/mooney/nl-ilp-data/.

The experiments were conducted using 10-fold cross validation. In each test, the recall (a.k.a. accuracy) and the precision of the parser are reported. Recall and precision are defined as

\[
\text{Recall} = \frac{\text{# of correct queries produced}}{\text{# of sentences}} \tag{9}
\]

\[
\text{Precision} = \frac{\text{# of correct queries produced}}{\text{# of successful parses}}. \tag{10}
\]

The recall is the number of correct queries produced divided by the total number of sentences in the test set. The precision is the number of correct queries produced divided by the number of sentences in the test set from which the parser produced a query (i.e. a successful parse). A query is considered correct if it produces the same answer set as that of the correct logical query.

5.3 Discussion of Results

For all the experiments performed, we used a beam size of four for mFoil (and therefore for \(f_{mf\text{Foil}}\)), a significant threshold of 6.64 (i.e. 99\% level of significance), and a parameter \(m = 10\). We took the best four clauses (by coverage) found by Chillin. Cocktail using both the mFoil’s and Chillin’s clause constructors performed the best; it outperformed all other learners by at least 4\% in recall in either domains. In addition, Cocktail using only \(f_{mf\text{Foil}}\) performed better
than using only \( f_{\text{Chillin}} \) in the Geography domain while the latter performed better in the job postings domain. This indicates that there are some inherent differences between the two domains as far as language bias is concerned. This will be further explained below. Notice that CHILLIN alone performed slightly better than COCKTAIL using only \( f_{\text{Chillin}} \). There must be other factors in the picture we were not aware of as using a hill-climbing search actually performed better in this case. One possibility might be that the current MDL metric has problems handling complicated terms with lots of constants which could result in choosing overly specific clauses (if they are in the beam) and therefore learning a larger number of clauses for the building theory. Perhaps somewhat surprising is the result obtained from using the original mFOIL algorithm; the poor results seem to suggest that choosing the most statistically significant clause (in the search beam) does not necessarily produce the most compressive hypothesis. Apparently, this is due to the fact that some compressive clauses were wrongly rejected by a statistical based measure \([14]\).

COCKTAIL found the most compressive hypothesis on average for an induction problem when learning a parser using the entire corpus. (There were 138 induction problems for Geo1000 and 87 for Jobs640.) Before we proceed to explain the results, let’s go through an example to see how \( f_{\text{mFOIL}} \) and \( f_{\text{Chillin}} \) construct clauses of very different language biases which are good for expressing different types of features present in a set of training examples. Suppose we want to learn a concept class of lists of atoms and tuples of atoms and we have positive examples 
\[
\xi^+ = \{ t([a, [e, c], b]), t([c, [a, b], a]) \}
\]
and negative examples 
\[
\xi^- = \{ t([[e, c], b]), t([b, c, [a, b]]), t([c, b, c]), t([d, [e, c], b, b]) \}
\]
One possible hypothesis \( H_1 \) consistent with the data would be
\[
t(X) \leftarrow \text{member}(a, X).
\]
which states that any list containing the constant \( a \) is in the concept. Another possible hypothesis \( H_2 \) would be
\[
t([W, [X, Y], Z]) \leftarrow \text{true}.
\]
which asserts that the concept class contains lists of three elements and the second element has to be a tuple. Both \( H_1 \) and \( H_2 \) are qualitatively different in the sense that they look for different \textit{types} of features for classification; the former looks for the presence of a certain specific \textit{element} that might appear anywhere in a given list while the latter looks for a specific \textit{structure} of a list.

This is exactly what is happening here. mFOIL and CHILLIN learn very different features for classification; mFOIL is given background predicates which check the presence (or absence) of a particular element in a given parse state (e.g. a certain predicate or a certain word phrase) while CHILLIN is not given any such background predicates but it learns the structural features of a parse state through finding \textit{LGGs} with good coverage (and inventing predicates if necessary). Each learner is effective in expressing each type of feature using its own language bias; if one were to learn structural features of a parse state using
mFOIL’s language bias (e.g. not allowing function terms), the hypothesis thus expressed would have a very high complexity and vice versa.

When inspecting the set of control rules learned by COCKTAIL, we discovered that on small induction problems involving only a few training examples, only one type (either mFOIL’s or CHILLIN’s) of clause constructors was sufficient; the resulting hypothesis contained clauses built only by one of them. However, different (similarly small) problems require different constructors. On larger induction problems involving a few hundred examples, COCKTAIL learned hypotheses with clauses constructed by both \(f_{m\text{FOIL}}\) and \(f_{\text{CHILLIN}}\). This suggests that some problems do require inspecting structural features of a parse state and examining its elements; using a variety of language biases allows the learner to discover and effectively express these different features in a problem which is illustrated by the fact that the average size of a hypothesis found is minimal (as irrelevant features tend to make complicated hypotheses), at least in the domains attempted. The training time of COCKTAIL using all the given clause constructors in each domain was much less than the sum of using each of them alone (unlike what one might expect) and in fact in some case closer to the average time.

6 Conclusion

An ILP learning approach which employs different clause constructors from different ILP learners is discussed. It was applied to the task of semantic parser acquisition and was demonstrated to perform better than using a single learner. Future work could explore using a larger set of clause constructors and examine their effects on language learning problems. Since problems that require solving a large sequence of induction problems do not seem to occur very often, we would like to see if the existing approach is applicable to domains where only a single or a relatively small number of classification problems are involved. It is also interesting to use a more precise theory evaluation metric like the one described by Srinivasan et. al.
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Abstract. State of the art equation discovery systems are concerned with the empirical approach to modeling of physical systems, where none or a very limited portion of the expert knowledge about the observed system is used in the modeling process. In this paper, we propose a formalism for integration of the population dynamics modeling knowledge into the process of equation discovery. The formalism allows the encoding of a high-level domain knowledge accessible to human experts. The encoded knowledge can be automatically transformed into the operational form of context dependent grammars. We present an extended version of the equation discovery system LAGRAMGE that can use these context free grammars. Experimental evaluation shows that the integration of domain knowledge in the process of equation discovery considerably improves the efficiency and noise robustness of LAGRAMGE.

1 Introduction

Most of the work in scientific discovery [4] is concerned with assisting the empirical approach to modeling of physical systems. Following this approach, the observed system is modeled on a trial-and-error basis to fit observed data. None or a very limited portion of the available domain background knowledge about the observed system is used in the modeling process. This is especially the case in domains where a limited amount of knowledge is expressed in the form of mathematical laws, such as biology, medicine and other life sciences. The empirical approach is in contrast to the theoretical approach to modeling, where the basic physical processes involved in the observed system are first identified. Then, the human expert uses the domain knowledge about the identified processes to write down a proper structure of the model in the form of differential equations. Finally, the values of the constant parameters of these equations are fitted against the observed data using system identification methods [5].

The focus of this paper is on integrating expert theoretical knowledge about the domain of interest within the process of automated modeling of population dynamics. The equation discovery system LAGRAMGE [7] has made initial steps toward this integration. It allows the user to define the space of possible equations using a context free grammar, written on the basis of the user background knowledge.
knowledge about the domain at hand. However, one can argue that it is diffi-
cult to encode a context free grammar from the expert domain knowledge. In
this paper, we propose a formalism for encoding population dynamics modeling
knowledge that is more accessible to human experts. It allows an automated
generation of a grammar for equation discovery. The generated grammar is con-
text dependent (and not context free as in LAGRAMGE), so LAGRAMGE 2.0 was
developed that, among other improvements, allows the use of context dependent
constraints in the grammar specifying the space of possible equations. The ex-
perimental evaluation of the proposed framework shows that integrating expert
knowledge within the process of equation discovery considerably improves the
efficiency and noise robustness of LAGRAMGE.

The paper is organized as follows. Section 2 gives a brief introduction to
equation discovery. The basics of population dynamics modeling are introduced
in Section 3. The formalism for encoding the population dynamics modeling
knowledge and the process of its transformation into a grammar for equation
discovery are presented in Section 3. The necessary improvements of LAGRAMGE
are presented in Section 4. The experimental evaluation of LAGRAMGE 2.0 is
given in Section 5. The last Section 6 summarizes the paper and gives directions
for further work.

2 Equation Discovery

Equation discovery is the area of machine learning that develops methods for
automated discovery of quantitative laws, expressed in the form of equations, in
collections of measured data [4]. It is related to the area of system identification.
However, mainstream system identification methods work under the assumption
that the structure of the model, i.e., the form of the equations, is known and are
concerned with determining the values of the constant parameters in the model
[5]. Equation discovery systems, on the other hand, aim at identifying both
an adequate structure of the equations and appropriate values of the constant
parameters.

2.1 Background Knowledge and Language Bias

Equation discovery systems search through the space of possible equation struc-
tures. Most of the equation discovery systems emulate the empirical approach to
scientific discovery: different equation structures are generated and fitted against
measured data. However, some of the possible equation structures may be in-
appropriate for modeling the observed system. For example, consider the case
where the measured variables of the observed system are not dimensionless. In
that case some algebraic combinations of the system variables, such as addition
(or subtraction) of mass and energy, are not valid. Beyond this simple example,
there are also more sophisticated inconsistencies of equation structures with a
background knowledge from the domain of the observed system.
Different equation discovery systems explore different spaces of possible equation structures, or in other words they use different language biases. One possibility is to use some pre-defined (built-in) language bias that restricts the space of possible equation structures to some reasonably small class, such as polynomials or trigonometric functions, like in LAGRANGE \cite{2}. In this case, the user can not influence the space of possible equations or use domain specific knowledge in the process of equation discovery. It is much better to use a declarative bias approach, where the user is allowed to influence or directly specify the space of possible equations. This approach provides users with a tool for incorporating their background knowledge about the domain at hand in the process of equation discovery. The use of background knowledge in the sense of a declarative language bias can avoid the problems of inconsistency of the discovered equations with the knowledge about the domain of the observed system, mentioned above.

Several equation discovery systems make use of domain specific knowledge. In equation discovery systems that are based on genetic programming, the user is allowed to specify a set of algebraic operators that can be used. A similar approach has been used in the EF \cite{10} equation discovery system. The equation discovery system SDS \cite{8} effectively uses scale-type information about the dimensions of the system variables and is capable of discovering complex equations from noisy data.

However, expert users can usually provide much more modeling knowledge about the domain at hand than merely enumerating the algebraic operators to be used or (the scale-type of) dimensions of the measured system variables. In order to incorporate this knowledge in the process of equation discovery, we should provide the user with a more sophisticated declarative bias formalism. In LAGRAMGE \cite{7}, the formalism of context free grammars has been used to specify the space of possible equations. Note here that context free grammars are a far more general and powerful mechanism for incorporating domain specific knowledge than the ones used in SDS \cite{8} and EF \cite{10}.

The use of declarative bias in the form of context free grammar was crucial for modeling the phytoplankton growth in Lake Glumsoe in Denmark from real-world sparse noisy measurements \cite{3}. However, one can argue that it is difficult for the users of LAGRAMGE to express their knowledge about the domain in the form of a context free grammar. In this paper, we present a formalism for encoding the domain knowledge at a higher, more user-friendly level, which can be automatically transformed to the operational form of grammars for equation discovery.

\section{2.2 Discovery of Differential Equations}

In this paper, we consider the problem of modeling dynamic systems, i.e. systems that change their state over time. Differential equations are the most common tool for modeling dynamic systems. LAGRANGE \cite{2} was the first equation discovery system that extended the scope of equation discovery systems to ordinary differential equations. The basic idea was to introduce the time derivatives of
The systems variables through numerical differentiation and then search for algebraic equations. This simple approach has a major drawback: large errors are introduced by numerical differentiation.

The problem was partly resolved in LAGRAMGE, where numerical integration is used instead of differentiation for the highest-order derivatives. However, LAGRAMGE is only capable of discovering a differential equation for a single user specified system variable. In order to discover a system of simultaneous differential equations, LAGRAMGE has to be invoked once for each system variable.

3 Population Dynamics Modeling

Population ecology studies the structure and dynamics of populations, where each population is a group of individuals of the same species inhabiting the same area. In this paper we consider modeling the dynamics of populations, especially the dynamics of change of their density. We consider models of predator-prey population dynamics, where the interaction between predator and prey is antagonistic in the sense that it causes increase of the predator population and decrease of the prey population. The models are systems of differential equations.

3.1 Generalized Volterra-Lotka Model of Population Dynamics

Consider a simple model based on two populations, foxes and rabbits. The latter are grazing on grass and the foxes are carnivores that hunt rabbits. We assume that rabbits are the only food of foxes, rabbits have unlimited supply of grass and seasonal changes are ignored. Under these assumptions, if the rabbit population is large, the fox population grows rapidly. However, this causes many rabbits to be eaten, thus diminishing the rabbit population to the point where the food for foxes is not sufficient. Consequently, the fox population decreases, which causes faster growth of the rabbit population.

The oscillatory behavior of the two population densities can be modeled using the Volterra-Lotka population dynamics model. It can be generalized using the following schema:

\[
\begin{align*}
\dot{N} &= \text{growth\_rate}(N) - \text{feeds\_on}(P, N) \\
\dot{P} &= \text{feeds\_on}(P, N) - \text{decay\_rate}(P),
\end{align*}
\]

where \( N \) is the prey (rabbit) population density and \( P \) is the predator (fox) population density.

Using this model schema, we can build models of predator-prey population dynamics with different complexity. The term \( \text{growth\_rate}(N) \) defines the model of the prey population growth in absence of predation. Two models of single population growth are usually used: (a) \( aN \); and (b) \( aN(1 - N/K) \). The first model (a) assumes that the population growth is exponential and unlimited. However, there are real-world environments that have some carrying capacity.
for the population, which limits the density of the population. In such cases, an alternative logistic growth model \((b)\) can be used, where \(K\) is a constant, determining the carrying capacity of the environment.

The second assumption made in simple population models is that the predation rate is proportional to the densities of predator and prey populations \((feeds\_on(N, P) = bPN)\). As for population growth, this means that the predation growth is exponential and unlimited. Again, in some cases the predators have limited predation capacity. When the prey population density is small the predation rate is proportional to it, but when the prey population becomes abundant, the predation capacity saturates to some limit value \((feeds\_on(N, P) = bPs(N))\). Three different terms are often used to model the predator saturation response to the increase of the prey density \((a) AN/(N + B), (b) AN^2/(N^2 + B)\) and \((c) A(1 - e^{-BN})\), where \(A\) is the limit value of the predation capacity saturation, and \(B\) is the constant, which determines the saturation rate [6].

The modeling knowledge about population growth and saturation presented here can be very useful as a background knowledge for automated modeling of ecological systems with equation discovery.

3.2 Encoding of Domain and Modeling Knowledge

The knowledge about modeling population dynamics can be divided in two types. The first type is domain specific knowledge about the populations and their role in the food-chain. In the Volterra-Lotka model of population dynamics, this knowledge is represented by the single fact that foxes feed on rabbits. This type of knowledge can be expect from a biologist without any experience in mathematical modeling of population dynamics.

The second type of knowledge is domain independent knowledge about population dynamics modeling, presented in the Section 3.1. This type of knowledge can be provided by, say a mathematician with modeling experience, who is not necessary familiar with the biological ecosystem structure and the interactions involved.

Domain Specific Knowledge. We first provide a specification of the food-chain in the domain: for our example rabbits and foxes domain it is given in Table 1. We use three first-order predicates: the domain\(\) predicate is used to specify the name of the domain at hand; each population in the domain is specified using the predicate population\(\); finally, we use the predicate feeds\_on\(\) to specify each interaction between two populations. For now, only predator-prey interactions can be specified. However, the formalism can be easily generalized to allow the specification of other types of interactions between populations, such as parasitism, competitive exclusion and symbiosis [6].

Note that by using the predicates population and feeds\_on, the user is allowed to specify an arbitrary number of populations and predator-prey interactions between them.
Table 1. Description of a simple Volterra-Lotka population dynamics domain consisting of two populations of foxes (predators) and rabbits (preys).

| domain(vl). |
| population(vl, fox). |
| population(vl, rabbit). feeds_on(vl, fox, rabbit). |

Domain Independent Modeling Knowledge. The second part of the modeling knowledge, which is domain independent, is given in Table 2. We use the predicate template to specify a set of alternative models for population dynamics processes like population growth and saturation, described in Section 3. Note that the symbol const is used to specify a constant parameter, whose value has to be fitted against measured data. A constraint of the form \([L:U]\) can be assigned to each constant parameter specifying that the value \(v\) of the constant parameter should be within the interval \(L \leq v \leq U\). Omitting the \(U\) (\(L\)) value in this constraint means that there is no upper (lower) bound on the constant parameter value. For example, the symbol const\([0:\) means that the constant parameter should be non-negative.

Table 2. Templates with alternative sub-expressions used for modeling the processes of saturation and population growth.

| template(saturation, X, (X)). |
| template(saturation, X, (X / (X + const[0:])')). |
| template(saturation, X, (X * X / (X * X + const[0:]'))). |
| template(saturation, X, (1 - exp(-const[0:] * X))). |
| template(growth, X, (const * X)). |
| template(growth, X, (const * X * (1 - X / const[0:]))). |

Transforming the Background Knowledge into a Grammar. Using the definitions of the background knowledge from Tables 1 and 2 a grammar for equation discovery can be automatically generated. The process of transformation of the knowledge into grammar is automated using the predator-prey model schema presented in Section 3. The grammar for the example population dynamics domain, consisting of rabbits and foxes, is given in Table 3.

The starting non-terminal symbol in the grammar vl is used to generate the system of two differential equations of the population dynamics model, using the schema from Section 3. The growth of the rabbit population in the absence of predation is modeled using the non-terminal symbol growth(rabbit) with two alternative productions, reflecting the two template predicates for growth from Table 2. The third non-terminal symbol feeds_on(fox, rabbit) models the predation of foxes on rabbits. The predation rate is always proportional to the density of the fox population and the non-terminal nutrient(rabbit)
Table 3. A grammar for equation discovery constructed from the background knowledge in Tables 1 and 2

\[
v1 \rightarrow time_{\text{deriv}}(\text{rabbit}) = \text{growth}(\text{rabbit}) - \text{feeds on}(\text{fox}, \text{rabbit}); \\
\text{time}_{\text{deriv}}(\text{fox}) = \text{feeds on}(\text{fox}, \text{rabbit}) - \text{const} \ast \text{fox} \\
\text{feeds on}(\text{fox}, \text{rabbit}) \rightarrow \text{const} \ast \text{fox} \ast \text{nutrient}(\text{rabbit}) \\
\text{nutrient}(\text{rabbit}) \rightarrow \text{rabbit} \\
\text{nutrient}(\text{rabbit}) \rightarrow \text{rabbit} / (\text{rabbit} + \text{const}[0:]) \\
\text{nutrient}(\text{rabbit}) \rightarrow \text{rabbit} \ast \text{rabbit} / (\text{rabbit} \ast \text{rabbit} + \text{const}[0:]) \\
\text{nutrient}(\text{rabbit}) \rightarrow 1 - \exp(-\text{const}[0:] \ast \text{rabbit}) \\
\text{growth}(\text{rabbit}) \rightarrow \text{const} \ast \text{rabbit} \\
\text{growth}(\text{rabbit}) \rightarrow \text{const} \ast \text{rabbit} \ast (1 - \text{rabbit} / \text{const}[0:])
\]

is used to introduce the model of predator response to the increase of rabbit population density (the productions reflect the templates from Table 2). The terminal symbols fox and rabbit are used to introduce the measured system variables of the population densities.

Strictly speaking, the grammar in Table 3 is not context free. Namely, the production for the starting symbol vl generates two feeds on(fox, rabbit) symbols, one in the first and another one in the second equation. In context free grammar, these two non-terminal symbols can generate two different expressions. In population dynamics models, however, these two expressions have to be the same. The use of context dependent constraints can overcome this limitation of the context free grammars.

4 LAGRAMGE 2.0

In order to use grammars like the one from Table 3 for equation discovery, we developed LAGRAMGE 2.0, an improved version of LAGRAMGE 1.0 [7]. Improvements were made in three directions. First, the context dependent constraints have to be checked for each expression. Second, the grammar in Table 3 generates all model equations at once, therefore a system of simultaneous equations has to be discovered, instead of a single equation for each system variable separately. Third, the constraints on the lower and upper bound of the values of the constant parameters have to be considered. The top-level algorithm of the LAGRAMGE 2.0 exhaustive search procedure is presented in Table 4.

The search procedure of LAGRAMGE 2.0 takes as an input a set of variables V, a (sub)set of dependent variables Vd ⊆ V, a data set Data with measured time behaviors of the variables in V, a (context dependent) grammar G, and a parameter b that determines the number of best models (systems of equations) returned as output of LAGRAMGE.

The search space of LAGRAMGE is the set of parse trees that can be derived with the user provided grammar G. The search space is ordered according to the height of the parse trees using the refinement operator defined in [7]. Starting with an empty parse tree, it can be repeatedly used to generate all parse trees.
Table 4. Exhaustive search procedure of LAGRAMGE 2.0.

\begin{verbatim}
procedure LagramgeSearch(V, Vd, Data, G, b)
1  Q ← \{\}
2  S ← enumerate all derivation trees in G
3  foreach T in S do
4    if CheckConstraints(T, G) then
5      T.error ← 0.0
6      foreach v in Vd
7        T.error ← T.error + Fit(\hat{v} = T.v, Data)
8      endif
9  endfor
10  Q ← Q ∪ T
11 endwhile
12 return the b best parse trees in Q
\end{verbatim}

Context Dependent Constraints. Each generated parse tree is first checked to see if it satisfies the context dependent constraints in G (line 4 of the algorithm in Table 4). The user is allowed to specify an arbitrary number of context dependent constraints for each production in the grammar. Examples of productions with context dependent constraints are presented in Table 5.

Table 5. Examples of grammar productions with context dependent constraints.

\begin{verbatim}
E → A + B, B - A \{ A.1 == A.2; \}
E → A + B, B - A \{ A.1 == A.2; B.1 == B.2; \}
E → A * E \{ A <= E; \}
\end{verbatim}

In the first production, a single constraint A.1 == A.2 specifies that the first (A.1) and the second (A.2) occurrence of the symbol A on the right hand side of the production should generate the same sub-expression. For example, the expression a1 + b1, b2 - a2 can not be derived using that production (A.1 → a1 is different from A.2 → a2), whereas the expression a1 + b1, b2 - a1 can. However, the latter expression can not be derived using the second production due to the second constraint B.1 == B.2. a1 + b1, b1 - a1 is an example of an expression that can be derived using both productions.

The third production illustrates the use of a context dependent constraint to avoid redundant generation of expressions that are equivalent due to the commutativity of multiplication. The context free production E → A * E can generate both a * b and b * a. On the other hand, using the context dependent constraint A <= E (where the operator <= stands for lexicographic comparison), the second expression b * a can not be derived.
Simultaneous Equations. In order to evaluate a system of simultaneous equations for the user provided set of dependent variables $V_d$, the sub-trees $T_v$ of the generated tree $T$ are identified for each dependent variable $v \in V_d$. Then the error of each equation of the form $\dot{v} = T_v$ is evaluated (using the Fit function in line 7 of the algorithm in Table 4), where $T_v$ here denotes the expression derived by the sub-tree $T_v$. The errors of the equations for all dependent variables are added together to obtain the error of the whole parse tree $T$ (lines 5-8).

Constraints on the Values of the Constant Parameters. The function Fit(equation, Data) is used to fit the values of the constant parameters of the equation to the given data set $Data$. The discrepancy between the measured data $Data$ and the data obtained by simulating the equation is used to evaluate the error of the equation. The nonlinear regression algorithm used in LAGRAMGE 1.0 can not impose any constraints on parameter values. Because of this, we replaced it with the nonlinear regression algorithm proposed in [1]. The latter allows the use of simple constraints specifying the lower and upper bounds on the values of the constant parameters.

5 Experiments

The goal of the experiments with LAGRAMGE, presented in this section, is to evaluate the effect of using the new type of background knowledge in the process of equation discovery. For that purpose, we compared the performance of LAGRAMGE 2.0 with the performance of LAGRAMGE 1.0 on a task of reconstructing different models of a simple aquatic ecosystem consisting of three populations of inorganic nutrient, phytoplankton and zooplankton. The food-chain in the ecosystem contains two predator-prey interactions: zooplankton feeds on phytoplankton and phytoplankton feeds on inorganic nutrient.

5.1 Experimental Setup

Using the food-chain description along with the domain independent modeling templates from Table 2, the context dependent grammar presented in Table 6 has been built using the algorithm described in Section 3.2. The grammar in Table 6 generates thirty-two different models, i.e. systems of three simultaneous equations, which are used in the experiments. The experimental evaluation of LAGRAMGE 2.0 consisted of attempting to reconstruct each of these 32 models from simulated data.

Using the grammar, we generated all thirty-two different model structures. In order to obtain simulation models, the values of the constant parameters have to be set. We used randomly generated values uniformly distributed on the $[0,1]$ interval. We simulated each of the thirty-two obtained models from ten different randomly selected initial states (initial values of nut, phyto and zoo) for 100 time steps of 1. Thus, ten different behaviors were obtained of each of the thirty-two models.
Table 6. A grammar for equation discovery in the aquatic ecosystem domain constructed from the food chain description and modeling knowledge from Table 2.

\[
\begin{array}{l}
aquatic \rightarrow \text{time}\_\text{deriv}(\text{nut}) = - \text{feeds}\_\text{on}(\text{phyto}, \text{nut}); \\
\quad \text{time}\_\text{deriv}(\text{phyto}) = \text{growth}(\text{phyto}) + \text{feeds}\_\text{on}(\text{phyto}, \text{nut}) \\
\quad \quad - \text{feeds}\_\text{on}(\text{zoo}, \text{phyto}); \\
\quad \text{time}\_\text{deriv}(\text{zoo}) = \text{const} \times \text{zoo} + \text{feeds}\_\text{on}(\text{zoo}, \text{phyto}) \\
\text{feeds}\_\text{on}(\text{phyto}, \text{nut}) \rightarrow \text{const}[0:] \times \text{phyto} \times \text{nutrient}(\text{nut}) \\
\text{feeds}\_\text{on}(\text{zoo}, \text{phyto}) \rightarrow \text{const}[0:] \times \text{zoo} \times \text{nutrient}(\text{phyto}) \\
\text{nutrient}(\text{nut}) \rightarrow \text{nut} \\
\text{nutrient}(\text{nut}) \rightarrow \text{nut} / (\text{nut} + \text{const}[0:]) \\
\text{nutrient}(\text{nut}) \rightarrow \text{nut} \times \text{nut} / (\text{nut} \times \text{nut} + \text{const}[0:]) \\
\text{nutrient}(\text{nut}) \rightarrow 1 - \exp(-\text{const}[0:] \times \text{nut}) \\
\text{nutrient}(\text{phyto}) \rightarrow \text{phyto} \\
\text{nutrient}(\text{phyto}) \rightarrow \text{phyto} / (\text{phyto} + \text{const}[0:]) \\
\text{nutrient}(\text{phyto}) \rightarrow \text{phyto} \times \text{phyto} / (\text{phyto} \times \text{phyto} + \text{const}[0:]) \\
\text{growth}(\text{phyto}) \rightarrow 1 - \exp(-\text{const}[0:] \times \text{phyto}) \\
\text{growth}(\text{phyto}) \rightarrow \text{const} \times \text{phyto} \\
\text{growth}(\text{phyto}) \rightarrow \text{const} \times \text{phyto} \times (1 - \text{phyto} / \text{const}[0:])
\end{array}
\]

In order to test the robustness of the approach to noise in the data, we added artificially generated random Gaussian noise to the behaviors. The noise was added at four different relative noise levels: 1%, 5% and 10%. The relative noise level of \(l\%\) means that we multiplied the original value \(x\) with \((1 + l\times G / 100)\) to obtain a noisy value, where \(G\) is a normally distributed random variable with mean equal to 0 and standard deviation equal to 1.

Two evaluation criteria were used for evaluating the performance of the equation (re)discovery. First, the leave-one-out procedure was applied in order to estimate the error of discovered equations on test data, unseen during the discovery process. In each iteration of the leave-one-out procedure, nine out of ten behaviors were used to discover a system of differential equations with LAGRAMGE. The obtained differential equations were then simulated using the initial state of the remaining (test) behavior. The simulation error was measured as a sum of squared differences between the simulated behavior and the test behavior. Second, the structure of the best model discovered by LAGRAMGE, was matched against the structure of the original model equations. The structure of the equations is obtained by abstracting the values of the constant parameters in them and replacing them with the generic symbol \(\text{const}\).

5.2 Experimental Results

We compared the performance of (1) LAGRAMGE 2.0 using the context dependent grammar with the performance of (2) LAGRAMGE 2.0 using the grammar without constraints on the values of the constant parameters, and (3) LAGRAMGE 1.0 (where no context dependent constraints, and no constraints on the values of the constant parameters can be used). The results of the comparison are summarized in Tables 7 and 8.
Before we discuss the experimental results, we should note here that the using
the context dependent constraints in the grammar reduces the space of possible
models. The grammar in Table 6 generates thirty-two models when interpreted
as a context dependent grammar. On the other hand, when interpreted as a
context free grammar (as interpreted by LAGRAMGE 1.0) this grammar generates
512 possible models. Therefore, using context dependent constraints reduces the
search space of LAGRAMGE by a factor of sixteen.

Table 7. Performance of LAGRAMGE 2.0 (L2.0), LAGRAMGE 2.0 without applying
constraints on constant parameters (L2.0-ncc) and LAGRAMGE 1.0 (L1.0). Left hand
side: average sum of squared errors on the test behavior. Right hand side: number of
successfully reconstructed original model structures.

<table>
<thead>
<tr>
<th>NOISE LEVEL</th>
<th>AVERAGE TEST ERROR</th>
<th>STRUCTURE RECONSTRUCTION</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>L2.0</td>
<td>L2.0-ncc</td>
</tr>
<tr>
<td>0%</td>
<td>0.0031</td>
<td>0.0020</td>
</tr>
<tr>
<td>1%</td>
<td>0.0083</td>
<td>*(1)</td>
</tr>
<tr>
<td>5%</td>
<td>0.1490</td>
<td>*(6)</td>
</tr>
<tr>
<td>10%</td>
<td>0.6187</td>
<td>*(6)</td>
</tr>
</tbody>
</table>

In the left hand side of Table 7 the average leave-one-out testing error of the
thirty-two (re)discovered models is given. Note that the symbol *(N) means that
N out of thirty-two (re)discovered models could not be simulated (and therefore
the average error could not be properly evaluated) due to the singularities, such
as division by zero or unstable behavior of the discovered system of differential
equations. Some of the singularities were caused by inappropriate values of the
constant parameters (e.g., negative saturation limit or carrying capacity); these
are the reasons for the failure of LAGRAMGE 2.0 without applying the constraints
on the values of the constant parameters to discover a valid model. In models
discovered by LAGRAMGE 1.0, some of the simulation failures are also caused by
inappropriate model structure, due to the lack of context dependent constraints.

These results shows one important aspect of the noise robustness of LAGRAME 2.0: at all noise levels it discovers models that can be simulated and
have stable behaviors. This is due both to the context dependent constraints
and the constraints on the values of the constant parameters. This is very im-
portant: in our earlier experiments on modeling phytoplankton growth in Lake
Glumsoe, we had to manually filter out models, discovered by LAGRAMGE 1.0
with inappropriate values of the constant parameters.

In Table 8, the win-loss-tie counts for the comparison of the test error is
presented. We counted the number of wins, losses and ties in the following man-
ner. For each of the thirty-two experiments, we compared the simulation error
e_1 of LAGRAMGE 2.0 with the simulation error e_2 of the other two algorithms
(L2.0-ncc and L1.0 in Table 7). Comparisons where the relative difference of
the simulation errors is less than 10% (0.9 < e_2/e_1 < 1.1) are considered ties.
The comparison of simulation errors shows clear performance improvement of LAGRAMGE 2.0 over LAGRAMGE 1.0 for all noise levels. On the other hand, models discovered by LAGRAMGE 2.0 without applying the constraints on the values of the constant parameters better fits noisy data than the ones generated with LAGRAMGE 2.0. This observation shows that models with inappropriate values of the constant parameters (or inappropriate structure for models discovered by LAGRAMGE 1.0) can sometimes fit the observed data better. However, these models do not make sense from biological point of view.

6 Discussion

In the paper, a new approach to representing and using background knowledge for equation discovery is presented. The formalism for encoding knowledge about population dynamics, allows encoding two types of knowledge. The first type is domain specific knowledge about predator-prey food chain in the domain and can be provided by a biologist without any experience in mathematical modeling. The second type of knowledge is modeling knowledge in form of typical models used for modeling different population dynamic processes, such as growth of a population and saturation of predation. The modeling knowledge is provided by a population modeling expert, not necessary familiar with the domain at hand. This is high-level knowledge represented in first-order logic, which can be automatically transformed to the operational form of grammars used to guide the search for models in the process of equation discovery. This can be done for arbitrarily complex predator-prey models consisting of any number of populations and interactions between them. The proposed formalism can be easily extended with predicates for specifying other types of interactions between populations, such as parasytism, competitive exclusion and symbiosis.

The grammars generated using the presented approach are context dependent and generate context dependent and generate whole models, i.e., systems of simultaneous equations. The equation discovery system LAGRAMGE 2.0 was developed that accept such grammars. Using context dependent constraints reduces the space of possible models as compared to purely context free grammars used in LAGRAMGE 1.0. Therefore, context dependent constraints improve the efficiency of LAGRAMGE.

Experimental evaluation of LAGRAMGE 2.0 shows that both context dependent constraints and constraints on the values of the constant parameters improves noise robustness of LAGRAMGE in several ways. First, all the models
(re)discovered by LAGRAMGE 2.0 at different noise levels can be simulated and generate stable behaviors. Second, all the models have clear interpretations from biological point of view. Finally, LAGRAMGE 2.0 (re)discovers the original model structure more often than LAGRAMGE 1.0. The experimental results should be further confirmed with experiments on the real-world observational data. These include modeling phytoplankton growth in Danish lake Glumsoe, predicting algal blooms in Lagoon of Venice [3] and modeling plankton population dynamics in Japanese lake Kasumigaura [9].

Currently, the presented formalism focuses on representing background knowledge for population dynamics modeling. However, the presented formalism can be extended so knowledge about dynamic processes from other areas can be encoded and used for equation discovery. The knowledge should include ontology of typical processes in the area (such as predator-prey interaction and population growth in population dynamics) and templates of models typically used for modeling these processes. Finally, knowledge from different areas can be organized in the form of libraries of background knowledge for equation discovery.
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Abstract. This paper presents a simple unsupervised learning algorithm for recognizing synonyms, based on statistical data acquired by querying a Web search engine. The algorithm, called PMI-IR, uses Pointwise Mutual Information (PMI) and Information Retrieval (IR) to measure the similarity of pairs of words. PMI-IR is empirically evaluated using 80 synonym test questions from the Test of English as a Foreign Language (TOEFL) and 50 synonym test questions from a collection of tests for students of English as a Second Language (ESL). On both tests, the algorithm obtains a score of 74%. PMI-IR is contrasted with Latent Semantic Analysis (LSA), which achieves a score of 64% on the same 80 TOEFL questions. The paper discusses potential applications of the new unsupervised learning algorithm and some implications of the results for LSA and LSI (Latent Semantic Indexing).

1 Introduction

This paper introduces a simple unsupervised learning algorithm for recognizing synonyms. The task of recognizing synonyms is, given a problem word and a set of alternative words, choose the member from the set of alternative words that is most similar in meaning to the problem word. The unsupervised learning algorithm performs this task by issuing queries to a search engine and analyzing the replies to the queries. The algorithm, called PMI-IR, uses Pointwise Mutual Information (PMI) [1, 2] to analyze statistical data collected by Information Retrieval (IR). The quality of the algorithm’s performance depends on the size of the document collection that is indexed by the search engine and the expressive power of the search engine’s query language. The results presented here are based on queries to the AltaVista search engine [3].

Recognizing synonyms is often used as a test to measure a (human) student’s mastery of a language. I evaluate the performance of PMI-IR using 80 synonym test questions from the Test of English as a Foreign Language (TOEFL) [4] and 50 synonym test questions from a collection of tests for students of English as a Second Language (ESL) [5]. PMI-IR obtains a score of 73.75% on the 80 TOEFL questions (59/80) and 74% on the 50 ESL questions (37/50). By comparison, the average score on the 80 TOEFL questions, for a large sample of applicants to US colleges from non-English
speaking countries, was 64.5% (51.6/80) [6]. Landauer and Dumais [6] note that, “… we have been told that the average score is adequate for admission to many universities.”

Latent Semantic Analysis (LSA) is another unsupervised learning algorithm that has been applied to the task of recognizing synonyms. LSA achieves a score of 64.4% (51.5/80) on the 80 TOEFL questions [6]. Landauer and Dumais [6] write, regarding this score for LSA, “We know of no other fully automatic application of a knowledge acquisition and representation model, one that does not depend on knowledge being entered by a human but only on its acquisition from the kinds of experience on which a human relies, that has been capable of performing well on a full scale test used for adults.” It is interesting that PMI-IR, which is conceptually simpler than LSA, scores almost 10% higher on the TOEFL questions.

LSA is a statistical algorithm based on Singular Value Decomposition (SVD). A variation on this algorithm has been applied to information retrieval, where it is known as Latent Semantic Indexing (LSI) [7]. The performance of LSA on the TOEFL test has been widely cited as evidence for the value of LSA and (by relation) LSI. In this paper, I discuss the implications of the new unsupervised learning algorithm and the synonym test results for LSA and LSI.

In the next section, I describe the PMI-IR algorithm. I then discuss related work on synonym recognition in Section 3. I briefly explain LSA in the following section. The experiments with the TOEFL questions and the ESL questions are presented in Sections 5 and 6, respectively. In Section 7, I discuss the interpretation of the results and their significance for LSA and LSI. The next section discusses potential applications of PMI-IR and the final section gives the conclusions.

2 PMI-IR

Consider the following synonym test question, one of the 80 TOEFL questions. Given the problem word *levied* and the four alternative words *imposed, believed, requested, correlated*, which of the alternatives is most similar in meaning to the problem word [8]? Let *problem* represent the problem word and \{choice₁, choice₂, ..., choiceₙ\} represent the alternatives. The PMI-IR algorithm assigns a score to each choice, score(choiceᵢ), and selects the choice that maximizes the score.

The PMI-IR algorithm, like LSA, is based on co-occurrence [9]. The core idea is that “a word is characterized by the company it keeps” [10]. There are many different measures of the degree to which two words co-occur [9]. PMI-IR uses Pointwise Mutual Information (PMI) [1, 2], as follows:

\[
\text{score(choiceᵢ)} = \log_2 \left( \frac{p(\text{problem} \& \text{choiceᵢ})}{p(\text{problem})p(\text{choiceᵢ})} \right)
\]  (1)

Here, \(p(\text{problem} \& \text{choiceᵢ})\) is the probability that *problem* and *choiceᵢ* co-occur. If *problem* and *choiceᵢ* are statistically independent, then the probability that they co-occur is given by the product \(p(\text{problem})p(\text{choiceᵢ})\). If they are not independent, and they have a tendency to co-occur, then \(p(\text{problem} \& \text{choiceᵢ})\) will be greater than
p(problem)p(choice). Therefore the ratio between p(problem & choice) and p(problem)p(choice) is a measure of the degree of statistical dependence between problem and choice. The log of this ratio is the amount of information that we acquire about the presence of problem when we observe choice. Since the equation is symmetrical, it is also the amount of information that we acquire about the presence of choice when we observe problem, which explains the term mutual information.\(^1\)

Since we are looking for the maximum score, we can drop log\(_2\) (because it is monotonically increasing) and p(problem) (because it has the same value for all choices, for a given problem word). Thus (1) simplifies to:

\[
\text{score}(\text{choice}) = \frac{p(\text{problem} \& \text{choice})}{p(\text{choice})}
\]

In other words, each choice is simply scored by the conditional probability of the problem word, given the choice word, \(p(\text{problem} | \text{choice})\).

PMI-IR uses Information Retrieval (IR) to calculate the probabilities in (2). In this paper, I evaluate four different versions of PMI-IR, using four different kinds of queries. The following description of these four different methods for calculating (2) uses the AltaVista Advanced Search query syntax [11]. Let \(\text{hits(query)}\) be the number of hits (the number of documents retrieved) when the query \(\text{query}\) is given to AltaVista. The four scores are presented in order of increasing sophistication. They can be seen as increasingly refined interpretations of what it means for two words to co-occur, or increasingly refined interpretations of equation (2).

**Score 1:** In the simplest case, we say that two words co-occur when they appear in the same document:

\[
\text{score}_1(\text{choice}) = \frac{\text{hits}(\text{problem AND choice})}{\text{hits}(\text{choice})}
\]

We ask AltaVista how many documents contain both problem and choice, and then we ask how many documents contain choice, alone. The ratio of these two numbers is the score for choice.

**Score 2:** Instead of asking how many documents contain both problem and choice, we can ask how many documents contain the two words close together:

\[
\text{score}_2(\text{choice}) = \frac{\text{hits}(\text{problem NEAR choice})}{\text{hits}(\text{choice})}
\]

The AltaVista NEAR operator constrains the search to documents that contain problem and choice, within ten words of one another, in either order.

**Score 3:** The first two scores tend to score antonyms as highly as synonyms. For example, big and small may get the same score as big and large. The following score tends to reduce this effect, resulting in lower scores for antonyms:

\[\text{score}_3(\text{choice}) = \text{score}_2(\text{choice})
\]

---

\(^1\) For an explanation of the term pointwise mutual information, see [9].
Score 4: The fourth score takes context into account. There is no context for the TOEFL questions, but the ESL questions involve context. For example [5], “Every year in the early spring farmers [tap] maple syrup from their trees (drain; boil; knock; rap).” The problem word tap, out of context, might seem to best match the choice words knock or rap, but the context maple syrup makes drain a better match for tap. In general, in addition to the problem word problem and the alternatives \{choice_1, choice_2, ..., choice_n\}, we may have context words \{context_1, context_2, ..., context_m\}. The following score includes a context word:

\[
\text{score}_4(choice) = \frac{\text{hits((problem NEAR choice) AND context AND NOT ((problem OR choice) NEAR "not"))}}{\text{hits(choice AND context AND NOT (choice, NEAR "not"))}}
\]

This equation easily generalizes to multiple context words, using AND, but each additional context word narrows the sample size, which might make the score more sensitive to noise (and could also reduce the sample size to zero). To address this issue, I chose only one context word from each ESL question. For a given ESL question, I automatically selected the context word by first eliminating the problem word \(tap\), the alternatives (drain, boil, knock, rap), and stop words \(in, the, from, their\). The remaining words \(every, year, early, spring, farmers, maple, syrup, trees\) were context words. I then used \(p(problem \mid context)\), as calculated by \(\text{score}_3(context)\), to evaluate each context word. In this example, syrup had the highest score (maple was second highest; that is, maple and syrup have the highest semantic similarity to tap, according to \(\text{score}_3\)), so syrup was selected as the context word context for calculating \(\text{score}_4(choice)\).

3 Related Work

There are several well-known lexical database systems that include synonym information, such as WordNet [12], BRICO [13], and EuroWordNet [14]. These systems were constructed by hand, without machine learning, which ensures a certain level of quality, at the cost of a substantial amount of human labour. A major limitation of such hand-generated lexicons is the relatively poor coverage of technical and scientific terms. For example, I am interested in applying synonym recognition algorithms to the
automatic extraction of keywords from documents [15]. In a large collection of scientific and technical journals, I found that only about 70% of the authors’ keywords were in WordNet. (On the other hand, 100% were indexed by AltaVista.) This is a strong motivation for automating aspects of the construction of lexical databases. Another motivation is that the labour involved must be repeated for each new language and must be repeated regularly as new terms are added to a language.

Statistical approaches to synonym recognition are based on co-occurrence [9]. Manning and Schütze distinguish between co-occurrence (or association) and collocation: collocation refers to “grammatically bound elements that occur in a particular order”, but co-occurrence and association refer to “the more general phenomenon of words that are likely to be used in the same context” [9]. Order does not matter for synonyms, so we say that they co-occur, rather than saying that they are collocated. Pointwise Mutual Information (PMI) has primarily been applied to analysis of collocation, but there have been some applications to co-occurrence analysis [1, 2]. I believe that the novelty in PMI-IR is mainly the observation that PMI can exploit IR. Instead of analyzing a document collection from scratch, specifically for co-occurrence information, we can take advantage of the huge document collections that have been indexed by modern Web search engines.

Various measures of semantic similarity between word pairs have been proposed, some using statistical (unsupervised learning from text) techniques [16, 17, 18], some using lexical databases (hand-built) [19, 20], and some hybrid approaches, combining statistics and lexical information [21, 22]. Statistical techniques typically suffer from the sparse data problem: they perform poorly when the words are relatively rare, due to the scarcity of data. Hybrid approaches attempt to address this problem by supplementing sparse data with information from a lexical database [21, 22]. PMI-IR addresses the sparse data problem by using a huge data source: the Web. As far as I know, no previous work in the statistical approach to semantic similarity has been able to exploit such a large body of text.

Another popular statistical approach to measuring semantic similarity is Latent Semantic Analysis (LSA) [6, 7, 8]. I will discuss this approach in the next section.

The work described in this paper is also related to the literature on data mining and text mining, in that it presents a method for extracting interesting relational information from a very large database (AltaVista). The most closely related work is the use of interest to discover interesting associations in large databases [23]. The interest of an association A & B is defined as p(A & B) / (p(A)p(B)). This is clearly equivalent to PMI without the log function (see equation (1) above). As far as I know, interest has been applied to data mining, but not to text mining.

4 Latent Semantic Analysis

LSA uses the Singular Value Decomposition (SVD) to analyze the statistical relationships among words in a collection of text [6, 7, 8]. The first step is to use the text to construct a matrix $X$, in which the row vectors represent words and the column vectors
represent chunks of text (e.g., sentences, paragraphs, documents). Each cell represents the weight of the corresponding word in the corresponding chunk of text. The weight is typically the TF.IDF score (Term Frequency times Inverse Document Frequency) for the word in the chunk. (TF.IDF is a standard tool in Information Retrieval.) The next step is to apply SVD to $X$, to decompose $X$ into a product of three matrices $ULA^T$, where $U$ and $A$ are in column orthonormal form (i.e., the columns are orthogonal and have unit length) and $L$ is a diagonal matrix of singular values (hence SVD). If $X$ is of rank $r$, then $L$ is also of rank $r$. Let $L_k$, where $k < r$, be the matrix produced by removing from $L$ the $r-k$ columns and rows with the smallest singular values, and let $U_k$ and $A_k$ be the matrices produced by removing the corresponding columns from $U$ and $A$. The matrix $U_k L_k A_k^T$ is the matrix of rank $k$ that best approximates the original matrix $X$, in the sense that it minimizes the sum of the squares of the approximation errors. We may think of this matrix $U_k L_k A_k^T$ as a “smoothed” or “compressed” version of the original matrix $X$. SVD may be viewed as a form of principal components analysis. LSA works by measuring the similarity of words using this compressed matrix, instead of the original matrix. The similarity of two words is measured by the cosine of the angle between their corresponding compressed row vectors.

When they applied LSA to the TOEFL questions, Landauer and Dumais used an encyclopedia as the text source, to build a matrix $X$ with 61,000 rows (words) and 30,473 columns (chunks of text; each chunk was one article from the encyclopedia) [6, 8]. They used SVD to generate a reduced matrix of rank 300. When they measured the similarity of the words (row vectors) in the original matrix $X$, only 36.8% of the TOEFL questions were answered correctly (15.8% when corrected for guessing, using a penalty of 1/3 for each incorrect answer), but using the reduced matrix of rank 300 improves the performance to 64.4% (52.5% corrected for guessing). They claim that the score of 36.8%, using the original matrix, “… is similar to what would be obtained by a mutual information analysis…” (see footnote 5 in [6]).

5 TOEFL Experiments

Recall the sample TOEFL question: Given the problem word *levied* and the four alternative words *imposed, believed, requested, correlated*, which of the alternatives is most similar in meaning to the problem word [8]? Table 1 shows in detail how score 3 is calculated for this example. In this case, PMI-IR selects *imposed* as the answer.

Table 2 shows the scores calculated by LSA for the same example [8]. Note that LSA and AltaVista are using quite different document collections for their calculations. AltaVista indexes 350 million web pages [24] (but only a fraction of them are in English). To apply LSA to the TOEFL questions, an encyclopedia was used to create a matrix of 61,000 words by 30,473 articles [8]. However, it is interesting that the two techniques produce identical rankings for this example.

Table 3 shows the results for PMI-IR, for the first three scores, on the 80 TOEFL questions. (The fourth score is not applicable, because there is no context for the questions.) The results for LSA and humans are also presented, for comparison.
Table 1. Details of the calculation of score₃ for a sample TOEFL question.

<table>
<thead>
<tr>
<th>Query</th>
<th>Hits</th>
</tr>
</thead>
<tbody>
<tr>
<td>imposed AND NOT (imposed NEAR &quot;not&quot;)</td>
<td>1,147,535</td>
</tr>
<tr>
<td>believed AND NOT (believed NEAR &quot;not&quot;)</td>
<td>2,246,982</td>
</tr>
<tr>
<td>requested AND NOT (requested NEAR &quot;not&quot;)</td>
<td>7,457,552</td>
</tr>
<tr>
<td>correlated AND NOT (correlated NEAR &quot;not&quot;)</td>
<td>296,631</td>
</tr>
<tr>
<td>(levied NEAR imposed) AND NOT ((levied OR imposed) NEAR &quot;not&quot;)</td>
<td>2,299</td>
</tr>
<tr>
<td>(levied NEAR believed) AND NOT ((levied OR believed) NEAR &quot;not&quot;)</td>
<td>80</td>
</tr>
<tr>
<td>(levied NEAR requested) AND NOT ((levied OR requested) NEAR &quot;not&quot;)</td>
<td>216</td>
</tr>
<tr>
<td>(levied NEAR correlated) AND NOT ((levied OR correlated) NEAR &quot;not&quot;)</td>
<td>3</td>
</tr>
</tbody>
</table>

| Choice          | Score, p(levied | interpretation) |
|-----------------|-----------------|
| p(levied | imposed)      | 2,299 / 1,147,535 | 0.0020034 |
| p(levied | believed)     | 80 / 2,246,982    | 0.0000356 |
| p(levied | requested)    | 216 / 7,457,552   | 0.0000290 |
| p(levied | correlated)   | 3 / 296,631       | 0.0000101 |

Table 2. LSA scores for a sample TOEFL question.

<table>
<thead>
<tr>
<th>Choice</th>
<th>LSA Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>imposed</td>
<td>0.70</td>
</tr>
<tr>
<td>believed</td>
<td>0.09</td>
</tr>
<tr>
<td>requested</td>
<td>0.05</td>
</tr>
<tr>
<td>correlated</td>
<td>-0.03</td>
</tr>
</tbody>
</table>

Table 3. Results of the TOEFL experiments, including LSA results from [6].

| Interpretation of \(p(\text{problem} | \text{choice}_i)\) | Description of Interpretation | Number of Correct Test Answers | Percentage of Correct Answers |
|----------------------|-------------------------------|-------------------------------|--------------------------------|
| score₁               | co-occurrence using AND operator | 50/80                         | 62.5%                          |
| score₂               | co-occurrence using NEAR      | 58/80                         | 72.5%                          |
| score₃               | co-occurrence using NEAR and NOT | 59/80                         | 73.75%                         |
| Latent Semantic Analysis |                              | 51.5/80                       | 64.4%                          |
| Average Non-English US College Applicant |                 | 51.6/80                       | 64.5%                          |
6 ESL Experiments

To validate the performance of PMI-IR on the TOEFL questions, I obtained another set of 50 synonym test questions [5]. Table 4 shows the results of PMI-IR using all four of the different interpretations of $p(\text{problem} | \text{choice})$.

| Interpretation of $p(\text{problem} | \text{choice})$ | Description of Interpretation | Number of Correct Test Answers | Percentage of Correct Answers |
|--------------------------------------------------|--------------------------------|--------------------------------|------------------------------|
| score₁                                           | co-occurrence using AND operator | 24/50                          | 48%                          |
| score₂                                           | co-occurrence using NEAR         | 31/50                          | 62%                          |
| score₃                                           | co-occurrence using NEAR and NOT | 33/50                          | 66%                          |
| score₄                                           | co-occurrence using NEAR, NOT, and context | 37/50                          | 74%                          |

7 Discussion of Results

The results with the TOEFL questions show that PMI-IR (in particular, score₁) can score almost 10% higher than LSA. The results with the ESL questions support the view that this performance is not a chance occurrence. However, the interpretation of the results is difficult, due to two factors: (1) PMI-IR is using a much larger data source than LSA. (2) PMI-IR (in the case of all of the scores except for score₁) is using a much smaller chunk size than LSA.

PMI-IR was implemented as a simple, short Perl program. One TOEFL question requires eight queries to AltaVista (Table 1).² Each query takes about two seconds, for a total of about sixteen seconds per TOEFL question. Almost all of the time is spent on network traffic between the computer that hosts PMI-IR and the computer(s) that host(s) AltaVista. If PMI-IR were multi-threaded, the eight queries could be issued simultaneously, cutting the total time to about two seconds per TOEFL question. If PMI-IR and AltaVista were hosted on the same computer, the time per TOEFL question would likely be a small fraction of a second. Clearly, the hard work here is done by AltaVista, not by the Perl program.

² For the ESL questions, score₄ requires extra queries to select the context word.
The majority of the time required for LSA is the time spent on the SVD. To compress the 61,000 by 30,473 matrix used for the TOEFL questions to a matrix of rank 300 required about three hours of computation on a Unix workstation [6]. A fast SVD algorithm can find a rank $k$ approximation to an $m$ by $n$ matrix $X$ in time $O(mnk^2)$ [25]. Recall that $m$ is the number of words and $n$ is the number of chunks of text. If we suppose that there are about one million English words, then to go from $m \approx 50,000$ to $m \approx 1,000,000$ is an increase by a factor of 20, so it seems possible for SVD to be applied to the same corpus as AltaVista, 350 million web pages [24]. For future work, it would be interesting to see how LSA performs with such a large collection of text.

Several authors have observed that PMI is especially sensitive to the sparse data problem [9]. Landauer and Dumais claim that mutual information analysis would obtain a score of about 37% on the TOEFL questions, given the same source text and chunk size as they used for LSA (footnote 5 in [6]). Although it appears that they have not tested this conjecture, it seems plausible to me. It seems likely that PMI-IR achieves high performance by “brute force”, through the sheer size of the corpus of text that is indexed by AltaVista. It would be interesting to test this hypothesis. Although it might be a challenge to scale LSA up to this volume of text, PMI can easily be scaled down to the encyclopedia text that is used by Landauer and Dumais [6]. This is another possibility for future work. Perhaps the strength of LSA is that it can achieve relatively good performance with relatively little text. This is what we would expect from the “smoothing” or “compression” produced by SVD. However, if you have access to huge volumes of data, there is much less need for smoothing.

It is interesting that the TOEFL performance for score $1$ (62.5%) is approximately the same as the performance for LSA (64.4%) (Table 3). Much of the difference in performance between LSA and PMI-IR comes from using the NEAR operator instead of the AND operator. This suggests that perhaps much of the difference between LSA and PMI-IR is due to the smaller chunk size of PMI-IR (for the scores other than score $1$). To test this hypothesis, the LSA experiment with TOEFL could be repeated using the same source text (an encyclopedia), but a smaller chunk size. This is another possibility for future work.

Latent Semantic Indexing (LSI) applies LSA to Information Retrieval. The hope is that LSI can improve the performance of IR by, in essence, automatically expanding a query with synonyms [7]. Then a search for (say) cars may be able to return a document that contains automobiles, but not cars. Although there have been some positive results using LSI for IR [8], the results from TREC2 and TREC3 (Text Retrieval Conferences 2 and 3) did not show an advantage to LSI over other leading IR techniques [26]. It has been conjectured that the TREC queries are unusually long and detailed, so there is little room for improvement by LSI [8]. The results reported here for PMI-IR suggest an alternative hypothesis. Most of the TREC systems use a technique called query expansion [27]. This technique involves searching with the original query, extracting terms from the top retrieved documents, adding these terms to the original query, and then repeating the search with the new, expanded query. I hypothesize that this query expansion achieves essentially the same effect as LSI, so there is no apparent advantage to LSI when it is compared to an IR system that uses query expansion.
If (say) cars and automobiles have a high semantic similarity, then we can expect $p(\text{automobiles} \mid \text{cars})$ to be relatively high (see equation (2)). Thus, the query cars is likely to retrieve a document containing the word automobiles. This means that there is a good chance that query expansion will expand the query cars to a new query that contains automobiles. Testing this hypothesis is another area for future work. The hypothesis implies that LSI will tend to perform better than an IR system without query expansion, but there will be no significant difference between an IR system with LSI and an IR system with query expansion (assuming all other factors are equal).

8 Applications

A limitation of PMI-IR is that the network access time for querying a large Web search engine may be prohibitive for certain applications, for those of us who do not have very high-speed, high-priority access to such a search engine. However, it is possible that PMI-IR may achieve good results with a significantly smaller document collection. One possibility is a hybrid system, which uses a small, local search engine for high-frequency words, but resorts to a large, distant search engine for rare words.

PMI-IR may be suitable as a tool to aid in the construction of lexical databases. It might also be useful for improving IR systems. For example, an IR system with query expansion might use score, to screen candidate terms for expanding a query. The candidates would be extracted from the top retrieved documents, as with current query expansion techniques. However, current query expansion techniques may suggest sub-optimal expansion terms, because the top retrieved documents constitute a relatively small, noisy sample. Thus there could be some benefit to validating the suggested expansions using PMI-IR, which would draw on larger sample sizes.

I am particularly interested in applying PMI-IR to automatic keyword extraction [15]. One of the most helpful clues that a word (or phrase) is a keyword in a given document is the frequency of the word. However, authors often use synonyms, in order to avoid boring the reader with repetition. This is courteous for human readers, but it complicates automatic keyword extraction. I am hoping that PMI-IR will help me to cluster synonyms together, so that I can aggregate their frequency counts, resulting in better keyword extraction.

9 Conclusions

This paper has introduced a simple unsupervised learning algorithm for recognizing synonyms. The algorithm uses a well-known measure of semantic similarity (PMI). The new contribution is the observation that PMI can exploit the huge document collections that are indexed by modern Web search engines. The algorithm is evaluated using the Test of English as a Foreign Language. The algorithm is compared with Latent Semantic Analysis, which has also been evaluated using TOEFL. The comparison sheds new light on LSA, suggesting several new hypotheses that are worth investigating.
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Abstract. Most evaluation metrics in classification are designed to reward class uniformity in the example subsets induced by a feature (e.g., Information Gain). Other metrics are designed to reward discrimination power in the context of feature selection as a means to combat the feature-interaction problem (e.g., Relief, Contextual Merit). We define a new framework that combines the strengths of both kinds of metrics. Our framework enriches the available information when considering which feature to use to partition the training set. Since most metrics rely on only a small fraction of this information, this framework enlarges the space of possible metrics. Experiments on real-world domains in the context of decision-tree learning show how a simple setting for our framework compares well with standard metrics.

1 Introduction

Evaluation metrics play a critical role in the operation of decision-tree learning algorithms and other symbolic methods for classification, such as rule-based learning and decision lists. An evaluation metric measures the quality in the partitions induced by each of the available features (or functions of features) on a set of training examples; a decision tree is constructed by choosing the highest-quality feature at each tree node. Selecting the right features has strong impact on the final decision tree [8,10], contrary to results on earlier studies [9].

Evaluation metrics can be divided in two kinds. The most common kind, traditional or purity-based, use the proportion of classes on the example subsets induced by each feature; the best result is attained if each example subset is class uniform (i.e., comprises examples of the same class). Examples of traditional or purity-based evaluation metrics are Information Gain and Gain Ratio [11,12], G statistic [9], $\chi^2$ [9,14], Laplace [13], Gini Index [1]. A different class of metrics, discrimination-based, quantifies the ability of a feature to separate examples of different class [3,4,7]; most research in this area is found in the context of feature selection as a pre-processing step to classification. Discrimination-based metrics deserve particular attention because of their ability to address the high interaction problem, in which the relevance of a feature can be observed only in combination with other features.
This paper introduces a unified framework for evaluation metrics in classification. Our framework is based on a set of parameters and a function of the distance between examples. We show how varying the choice of parameters and distance function allows more emphasis to be placed on either the class uniformity or the discrimination power of the induced example subsets. Our framework, therefore, enables us to combine the strengths of both traditional (or purity-based) and discrimination-based metrics. Furthermore, we show how existing metrics can be defined as instances of this unified framework.

The unification of evaluation metrics in a single framework unveils a space with more metrics than those currently known. This richer characterization of metrics opens the gates to a further understanding of the effects that different splitting functions have during decision-tree learning. Experiments in real-world domains show that the unified framework produces results comparable to using the best of a set of standard evaluation metrics.

The organization of the paper follows. Section 2 provides background information on classification and decision-tree learning. Section 3 reviews the differences between purity and discrimination-based metrics. Section 4 describes our unified framework for evaluation metrics. Section 5 shows experiments on real-world domains using decision trees. Finally, Section 6 presents our conclusions and future work.

2 Preliminaries

A classifier receives as input a set of training examples $T_{\text{train}} : \{(\tilde{X}_i, c_i)\}$. $\tilde{X}$ is a feature vector characterized as a point in an $n$-dimensional feature space, $\tilde{X} = (X_1, X_2, \cdots, X_n)$. Each feature $X_k$ can take on a different number of values $\{V_m\}$. We refer to the value of feature $X_k$ on vector $\tilde{X}_i$ as $x^i_k$, $\tilde{X}_i = (x^i_1, x^i_2, \cdots, x^i_n)$. $\tilde{X}_i$ is labeled with class $c_i$ according to an unknown target function or concept $C$, $C(\tilde{X}_i) = c_i$ (we assume a deterministic target function, i.e., zero-bayes risk). $T_{\text{train}}$ consists of independently and identically distributed (i.i.d.) examples obtained according to a fixed but unknown joint probability distribution $\Phi$ in the space of possible feature-vectors $X$. The goal of the classifier is to produce a hypothesis $h$ that best approximates $C$, i.e., that minimizes a loss function (e.g., zero-one loss) in the input-output space $X \times C$ according to distribution $\Phi$.

In decision-tree learning, each hypothesis takes the form of a tree graph. In its most simple form, the algorithm proceeds top-down; the root of a decision tree is formed by selecting the feature $X_k$ with highest score on $T_{\text{train}}$ according to an evaluation metric $M$. The selected feature splits the training set $T_{\text{train}}$ into mutually exclusive subsets $\{T_m\}$, one for each possible feature value. The same methodology is recursively applied to each induced subset, resulting in new subtrees. A node is terminal (i.e., a leaf) if the set of examples $T$ covered by that node are all of the same class, or if the number of examples in $T$ is less than a (user-defined) threshold. A new vector $\tilde{X}_i$ is classified by starting at the root of the tree and following the branches which match the feature values of $\tilde{X}_i$ until a leaf is reached.
3 A Review of Evaluation Metrics

3.1 Traditional Metrics

An evaluation metric $\mathcal{M}$ quantifies the quality of the partitions induced by a feature $X_k$ over a set of training examples $T$. Traditional or purity-based metrics define $\mathcal{M}$ by measuring the amount of class uniformity gained by decomposing $T$ into the set of example subsets $\{T_m\}$ induced by $X_k$. Let $\mathbf{P}$ be the vector of class probabilities estimated from the data in the complete set $T$, let $\mathbf{P}_m$ be the corresponding vector of class probabilities estimated from the data in the induced subset $T_m$, and let $I$ be a measure of the impurity of a class probability vector. $\mathcal{M}$ is typically defined as follows:

$$\mathcal{M}(X_k) = I(\mathbf{P}) - \frac{|T_m|}{|T|} \sum_m I(\mathbf{P}_m) \quad (1)$$

Different variations of $\mathcal{M}$ can be obtained by changing the impurity function $I$. For example, for Information Gain [11,12], impurity is defined in terms of entropy:

$$I_{\text{entropy}}(\mathbf{P}) = - \sum_i p_i \log_2 p_i \quad (2)$$

Another example is Gini Index [1], where impurity is defined as follows:

$$I_{\text{gini}}(\mathbf{P}) = 1 - \sum_i p_i^2 \quad (3)$$

Equation 1 covers most traditional metrics. Other metrics exist in which the class probability vectors are compared with each other, rather than assessed in isolation (e.g., to maximize their degree of orthogonality [2]). Thus, in a general sense, a characterization of traditional metrics can only be obtained by defining $\mathcal{M}$ as an arbitrary function over the class probability vectors:

$$\mathcal{M}(X_k) = F(\mathbf{P}, \{\mathbf{P}_m\}) \quad (4)$$

Traditional metrics exhibit two major limitations. First is a tendency to favor features with many values. Inducing many example subsets increases the probability of finding class-uniform subsets, but at the expense of overfitting. Several solutions have already been proposed for this problem [14,6].

We focus on a second limitation - the inability to detect the relevance of a feature when its contribution to the target concept is hidden by combinations with other features, also known as the feature-interaction problem [3,10]. As an illustration, Figure 1 shows a three-dimensional boolean space where each example can take one of two classes, $\{+, -\}$. The target concept is the Exclusive-OR $X_1 \oplus X_2$, and $X_3$ is irrelevant (the double arrows will be explained in the next section). Features $X_1$ and $X_2$ exhibit high interaction because the class label of an example can be determined only if both features are known.

---

1 Strictly speaking $\mathcal{M}$ is also dependent on the size of the example set $T$, $|T|$. For example both the $G$ and $\chi^2$ statistics depend on $|T|$ in addition to the class probability vectors.
Fig. 1. A 3-dimensional boolean space for target concept $F = X_1 \oplus X_2$, feature $X_3$ is irrelevant. Features $X_1$ and $X_2$ exhibit high interaction: both features are always needed to determine the class label of an example.

In the example above, purity-based metrics fail to give more merit to $X_1$ and $X_2$ as compared with $X_3$, because the class probability vectors are the same for each feature ($\bar{P} = \bar{P}_m = (0.5, 0.5)$). To attack the feature-interaction problem additional information besides class probabilities is required.

3.2 Discrimination-Based Metrics

A different kind of evaluation metric considers the discrimination power of each feature, i.e., the ability of a feature to separate examples of different class. Let $\tilde{X}_i$ and $\tilde{X}_j$ be two examples lying close to each other according to some distance measure $D$. Feature $X_k$ is awarded some amount of discrimination power if it takes on different values when the class values of $\tilde{X}_i$ and $\tilde{X}_j$ differ, i.e., when $x_i^k \neq x_j^k$ and $C(\tilde{X}_i) \neq C(\tilde{X}_j)$. The more often this condition is true for pairs of nearby examples, the higher the quality of feature $X_k$.

Let us illustrate how this works for the example in Figure 1. Assume that a feature scores a unit amount whenever the condition $x_i^k \neq x_j^k$ and $C(\tilde{X}_i) \neq C(\tilde{X}_j)$ is true. As a further simplification, consider only pairs of examples at unit Hamming distance. The double arrows in Figure 1 indicate pairs of neighboring examples where feature $X_1$ differs in value. Since every time this happens the class of the examples differs, feature $X_1$ scores a total value of 4. Feature $X_2$ gets the same score as $X_1$, whereas $X_3$ scores a value of 0. Thus discrimination-based metrics take advantage of the distribution of examples in the training set to handle the feature-interaction problem.

Two representative examples of discrimination-based metrics are Contextual Merit [3] and Relief [4,5]. Before describing them, we define the distance between two examples as follows:

$$D(\tilde{X}_i, \tilde{X}_j) = \sum_{k=1}^{n} d(x_i^k, x_j^k)$$

(5)
For nominal features $d(x^i_k, x^j_k)$ is defined as

$$d(x^i_k, x^j_k) = \begin{cases} 1 & \text{if } x^i_k \neq x^j_k \\ 0 & \text{if } x^i_k = x^j_k \end{cases} \quad (6)$$

For numeric features $d(x^i_k, x^j_k)$ is defined as

$$d(x^i_k, x^j_k) = \frac{|x^i_k - x^j_k|}{\text{TH}(x^i_k, x^j_k)} \quad (7)$$

where TH is a normalization factor, e.g., $\text{MAX}(X_k) - \text{MIN}(X_k)$ (difference between the maximum and minimum values observed for feature $X_k$ in $T$).

Figure 2 describes the logic behind discrimination-based metrics in a single framework. The algorithm returns a vector of feature scores $\tilde{Q} = (q_1, q_2, \cdots, q_n)$. For every pair of nearby examples, $q_k$, the score for feature $X_k$, is updated as a function of $D(\tilde{X}_i, \tilde{X}_j)$ (equation 5) and $d(x^i_k, x^j_k)$ (equations 6 and 7). Different metrics are obtained by varying the update function (lines 5-6). The Relief algorithm, for example, updates score $q_k$ as follows:

$$q_k = \begin{cases} q_k + d(x^i_k, x^j_k) & \text{if } C(\tilde{X}_i) \neq C(\tilde{X}_j) \\ q_k - d(x^i_k, x^j_k) & \text{if } C(\tilde{X}_i) = C(\tilde{X}_j) \end{cases} \quad (8)$$

Thus Relief updates $q_k$ whenever the feature values of two neighbor examples differ; the score increases if their class values differ and decreases if they are the same. Contextual Merit updates $q_k$ when both feature values and class values differ; it uses the update function:

$$q_k = q_k + \frac{d(x^i_k, x^j_k)}{D(\tilde{X}_i, \tilde{X}_j)^2} \text{ if } C(\tilde{X}_i) \neq C(\tilde{X}_j) \quad (9)$$

In this case the score of a feature decreases quadratically with the distance between two examples.

Discrimination-based metrics have proved effective in the context of feature selection as a pre-processing step to classification. Their design is particularly suitable for domains exhibiting high degree of feature interaction such as protein-folding prediction, board games, parity, etc. These type of metrics, however, ignore the degree of class uniformity of the examples subsets induced by a feature; discrimination power is the only criterion used. We now propose a framework that combines the strengths of both traditional and discrimination-based metrics during classification.

---

2 We encourage reviewing the references on Relief and Contextual Merit for a detailed understanding of their mechanism. Our description is over-simplified.

3 The original description of Relief uses the update function $d(x^i_k, x^j_k)/l$ where $l$ is the number of neighbor examples. Since $l$ is a constant we can dispense with it without affecting the final feature ranking.
Algorithm 1: Discrimination-Based Metric

Input: Example set $T$
Output: Vector of feature scores $\tilde{Q}$

1. **COUNT-DISCRIMINATION-POWER($T$)**
   - Initialize $\tilde{Q} = (q_1, q_2, \ldots, q_k)$
   - foreach example $\tilde{X}_i \in T$
     - foreach example $\tilde{X}_j$ close to $\tilde{X}_i$
       - foreach feature $X_k$
         - Update $q_k$ as a function of $D(\tilde{X}_i, \tilde{X}_j)$ and $d(x_i^k, x_j^k)$
   - return $\tilde{Q}$

Fig. 2. A general algorithm describing the logic behind discrimination-based metrics.

4 A Unified Framework

To evaluate the quality of feature $X_k$ in our unified framework we extend the strategy of discrimination-based metrics by exploiting additional information between any pair of examples. Recall that feature $X_k$ divides the training set $T$ into a set of subsets $\{T_m\}$, one for each feature value. Figure 3(a) illustrates the possible scenarios in terms of the class agreement between any pair of examples $\tilde{X}_i$ and $\tilde{X}_j$. The two examples may fall in the same subset (e.g., $T_1$) and either agree in their class values or not (cases 1 and 2 respectively), or the examples may belong to different subsets (e.g., $T_1$ and $T_2$) and either agree in their class values or not (cases 3 and 4 respectively). Although Figure 3(a) shows two classes only, we assume any number of possible classes. Our general approach consists of storing counts for each of these four possible cases separately. Ideally we would like to see high scores for cases 1 and 4, and low scores for cases 2 and 3, since case 1 ($x_i^k = x_j^k$ and $C(\tilde{X}_i) = C(\tilde{X}_j)$) and case 4 ($x_i^k \neq x_j^k$ and $C(\tilde{X}_i) \neq C(\tilde{X}_j)$) ensure the properties of class uniformity and discrimination power respectively, whereas case 2 ($x_i^k = x_j^k$ and $C(\tilde{X}_i) \neq C(\tilde{X}_j)$) and case 3 ($x_i^k \neq x_j^k$ and $C(\tilde{X}_i) = C(\tilde{X}_j)$) work against them.

Our approach works as follows. For each induced example subset $T_m$, we associate a count matrix $R_m$. If $p$ is the number of possible class values, each $T_m$ is characterized by a matrix $R_m$ of size $p \times 4$, where row $r$ is a count vector $\tilde{Z}_r = (z_{r1}, z_{r2}, z_{r3}, z_{r4})$ which stores the counts for each of the four cases involving examples in class $r$, as shown in Figure 3(b). In addition we define a weight vector $\tilde{\theta} = (\theta_1, \theta_2, \theta_3, \theta_4)$, $\theta_i \in [0, 1]$, that modulates the contribution of the four counts.

We now explain how to update $\tilde{Z}_r$. Given an example $\tilde{X}_i$ in class $r$, for every other example $\tilde{X}_j$, exactly one of the four counts $z_{ri}$ is updated, depending on which of the four cases applies to that pair of examples. The appropriate $z_{ri}$ is updated as follows. Given the vector $\tilde{\theta}$ and the function $f_\alpha$ explained below:
Fig. 3. (a) All four possible scenarios in terms of class agreement for a pair of examples \((\tilde{X}_i, \tilde{X}_j)\). (b) Each count matrix has 4 columns corresponding to the four cases in (a); each row corresponds to a different class.

\[
z_{ri} = z_{ri} + \theta_i \cdot f_\alpha(x)
\]  

where \(x = D(\tilde{X}_i, \tilde{X}_j)\) is the distance between the two examples. We assume all features are nominal such that the distance between two feature values may be either zero or one (equation 6). The function \(f_\alpha\) decreases with \(x\) and may have one of several forms [3]:

\[
f_\alpha(x) = \frac{1}{x^\alpha} \quad \text{or} \quad f_\alpha(x) = \frac{1}{2^{\alpha \cdot x}}
\]  

Large values for \(\alpha\) narrow our attention to only the closest neighboring examples. Small values for \(\alpha\) extend our attention to examples lying far apart. In the extreme case where \(\alpha = 0\) all examples are considered equally, irrespective of distance. Thus \(\alpha\) enables us to vary the relative importance of the distance between any two examples.

The vector \(\tilde{\theta}\) modulates the degree of contribution of each of the four cases in Figure 3. In particular, setting \(\theta_i\) to zero nullifies the contribution of the \(i\)th case. We will show how varying the values of \(\tilde{\theta}\) allows us to put more weight on either class uniformity or discrimination power.

Figure 4 describes the computation of the set of matrices \(\{R_m\}\). In essence, every example is compared against all other examples in \(T\), while the counts for each matrix \(R_m\) are updated. For simplicity the algorithm is described for a single feature \(X_k\), but the double loop in lines 2−3 can be done over all features. We select a matrix \(R_m\) according to the value of feature \(X_k\) in \(\tilde{X}_i\). The row index corresponds to the class value of \(\tilde{X}_i\), \(C(\tilde{X}_i)\). The column index corresponds to the case to which \(\tilde{X}_i\) and \(\tilde{X}_j\) belong (Figure 3(a)). Once the matrix entry is located, the corresponding \(z_i\) is updated according to equation 10.

Lines 2−3 in Figure 4 cycle through all examples in \(T\). There is no need to limit the second loop to the closest examples (as in Algorithm 1) because
Algorithm 2: Unified Framework

**Input:** Example set $T$, Feature $X_k$

**Output:** Set of matrices $\{R_m\}$

**update-matrices**($T, X_k$)

1. Initialize all matrices in $\{R_m\}$
2. foreach example $\tilde{X}_i \in T$
3. foreach example $\tilde{X}_j \in T$
4. Let $C(\tilde{X}_i) = c_r$ and $x_k^i = V_m$
5. Update $R_m[r, \cdot]$ using the corresponding $z_r$. in eq. 10
6. return $\{R_m\}$

Fig. 4. Logic describing how to compute the set of count matrices for feature vector $X_k$ on example set $T$.

the update function depends on distance and is regulated by parameter $\alpha$ (we explain later why we allow comparison of pairs of identical examples).

The training set $T$ also gives rise to a matrix $R$, as a function of the set $\{R_m\}$, but because examples in $T$ cannot be compared to different example sets all columns in $R$ corresponding to cases 3 and 4 must equal zero. Our evaluation metric evaluates the quality of a feature $X_k$ as a function of the matrix $R$ for the training set $T$ and the matrix $R_m$ for each of the induced subsets $\{T_m\}$ (computed as shown in Figure 4):

$$\mathcal{M}(X_k) = F(R, \{R_m\})$$  \hspace{1cm} (12)

Finally, our unified framework for evaluation metrics $\Pi$ is a 4-tuple containing all the parameters necessary to define a metric of the form defined in equation 12:

$$\Pi = (F, \tilde{\theta}, \alpha, f_\alpha)$$  \hspace{1cm} (13)

**Complexity Analysis.** The algorithm in Figure 4 runs in time $O(n t^2)$, where $n$ is the number of features and $t = |T_{\text{train}}|$ is the size of the training set. If the algorithm is used at every node of a decision tree, the complexity is $O(l n t^2)$ where $l$ is the number of nodes in the tree. This contrasts with traditional metrics where the complexity is usually $O(l n t)$. One natural extension is to pre-compute, for each example, an ordered list of examples based on distance, with a complexity of $O(t^2 \log t)$. Then, during decision-tree learning, one can find the (fixed) $k$ closest examples to each example within the induced partition in time $O(l n t \sqrt{t})$. The solution is feasible only for small $k$. Another solution for large datasets ($t \sim 10^3 - 10^4$), is to use only a sample $S$ of the training set to compute the count matrices. Let $s = |S|$, the complexity is reduced to $O(l n s^2)$.

\footnote{The $\sqrt{t}$ term is derived from a worst case analysis (using the best of two different methods) for obtaining the $k$ closest examples.}
4.1 Instances of the Unified Framework

We now show how our unified framework for evaluation metrics covers traditional, or purity-based metrics (Section 3.1), and also discrimination-based metrics (Section 3.2).

**Proposition 1.** For a specific setting on the parameters of framework $\Pi$, it is possible to derive all traditional metrics.

**Proof.** Function $F$ in equation 4 is left undefined; $F$ defines how to measure the quality of a feature based on class proportions. We simply show that for a specific setting of $\theta$ we can derive all class proportions. Consider the result of running Algorithm 2 with $\tilde{\theta} = (1, 0, 0, 0)$. Since we care about class uniformity only (Figure 3, Case 1), we consider only pairs of examples with the same class value and the same feature value. Assume $f_\alpha(x = 0) = 1$ and $f_\alpha(x \neq 0) = 0$ ($x$ is the distance $D(\tilde{X}_i, \tilde{X}_j)$ between the two examples). Since $f_\alpha(x) = 1$ only when the distance between examples is zero, our comparisons are limited to pairs of identical examples. Therefore, the counts on each matrix $R_m$ are zero in columns $2 - 4$, and column 1 reflects the number of examples of each class when the feature value is fixed. These counts are sufficient to compute $F$: class counts can be easily converted into class proportions by dividing over the sum of all entries in column 1, i.e., by dividing over $\sum_i R_m[i, 1]$. This completes the proof.

**Proposition 2.** Both Relief and Contextual Merit can be defined as instances of framework $\Pi$.

**Proof.** We begin with Contextual Merit. Consider the result of running Algorithm 2 with $\tilde{\theta} = (0, 0, 0, 1)$, $\alpha = 2$, and $f_\alpha = \frac{1}{x^\alpha} = \frac{1}{x^2}$. We now care about discrimination power exclusively (Figure 3, Case 4), and compare examples with different class value and different feature value. The counts on each matrix $R_m$ are zero on columns $1 - 3$; the sum of the values along column 4 over all $\{R_m\}$, $\sum_m(\sum_i(R_m[i, 1]))$, is exactly the output produced by Contextual Merit when each example in $T$ is compared against all other examples (i.e., when lines 2-3 in Algorithm 1 run over all examples).

We now look into Relief. Consider the result of running Algorithm 2 with $\tilde{\theta} = (0, 0, 1, 1)$ and $f_\alpha(x) = 1$ if $x < \alpha$ and 0 otherwise; $\alpha$ takes the role of defining a threshold that allows comparison of only the $\alpha$-nearest neighbors. Since $\tilde{\theta} = (0, 0, 1, 1)$, we favor discrimination power but penalize working against it. We compare examples with different feature value irrespective of class value. The counts on each matrix $R_m$ are zero in columns $1 - 2$; the sum of the values along column 4 over all $\{R_m\}$ minus the respective sum along column 3, $\sum_m(\sum_i(R_m[i, 4] - R_m[i, 3]))$, is the output produced by Relief for the appropriate value of $\alpha$. This completes the proof.

The unified framework $\Pi$ adds versatility to our new family of metrics by enabling us to modulate how much emphasis should be placed on class uniformity (or lack thereof) and discrimination power (or lack thereof). We now measure empirically the effects of a simple settings for $\Pi$ in decision-tree learning.
5 Experiments

Our experiments measure the performance accuracy for a simple setting of $\Pi$ and compare it to the performance of a set of standard evaluation metrics. We adopt a simple model for $F$ by adding the values, over all matrices in $\{R_m\}$, in columns 1 and 4, and subtracting the values in columns 2 and 3. We do this for each feature value and then take the weighted average according to the number of examples in each example subset:

\[
F = \frac{|T_m|}{|T|} \sum_m G(R_m) \tag{14}
\]

$G(R_m)$ is defined as follows:

\[
G(R_m) = \sum_{i=1}^{p} (R_m[i, 1] + R_m[i, 4] - R_m[i, 2] - R_m[i, 3]) \tag{15}
\]

where $p$ is the number of classes. The definition for $G(R_m)$ corresponds to $\tilde{\theta} = (1, 1, 1, 1)$, which can be regarded as a compromise between class purity and discrimination power. For the update function, we consider $f_\alpha = \frac{1}{2^{\alpha - x}}$ and $\alpha = 0.1$.

5.1 Methodology

We test our model using a decision-tree learning algorithm. An initial discretization step on all numeric features divides each feature domain into ten equally-sized intervals. We stop growing a tree if the number of examples on a node is less than $\beta = 3$ or if all examples are class uniform. The final tree is pruned using a pessimistic-pruning method [12].

All experiments use real-world domains extracted from the UCI repository. Predictive accuracy is estimated by averaging over five repetitions using 10-fold cross validation. Tests of significance use a two-sided Student-t distribution at the $p = 0.05$ level.

5.2 Results on Real-World Domains

Our experimental results are depicted in Table 1 (numbers enclosed in parentheses represent standard deviations). For each row, the best score is highlighted in bold style; an asterisk on the left implies a significant difference. Among the set of standard metrics, the subset corresponding to purity-based metrics (Gini and Information Gain; columns 2 and 3 respectively) tend to perform, on average (last row), slightly better than the subset corresponding to discrimination-based metrics (Contextual Merit and Relief; columns 4 and 5 respectively). This may simply indicate that most domains in the UCI repository exhibit a low degree of feature interaction. Our framework scores best on eight of the eighteen domains, outperforming the second-best metric significantly on 4 of these. Performance is, on average, better than other metrics (not significantly).
Table 1. A comparison of decision-tree accuracy using different evaluation metrics. Numbers enclosed in parentheses represent standard deviations.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Gini</th>
<th>Info Gain</th>
<th>C. Merit</th>
<th>Relief</th>
<th>Instance of ( \Pi )</th>
</tr>
</thead>
<tbody>
<tr>
<td>bupa</td>
<td>57.86 (0.31)</td>
<td>58.54 (2.78)</td>
<td>57.40 (0.65)</td>
<td>58.50 (1.80)</td>
<td>*62.32 (1.29)</td>
</tr>
<tr>
<td>cancer</td>
<td>93.64 (0.30)</td>
<td>*95.02 (0.15)</td>
<td>95.00 (0.25)</td>
<td>93.10 (0.27)</td>
<td>92.56 (0.38)</td>
</tr>
<tr>
<td>credit</td>
<td>72.80 (1.35)</td>
<td>67.80 (2.57)</td>
<td>66.56 (1.03)</td>
<td>70.82 (1.89)</td>
<td>*74.74 (0.67)</td>
</tr>
<tr>
<td>heart</td>
<td>*78.62 (1.48)</td>
<td>76.06 (1.52)</td>
<td>66.14 (1.18)</td>
<td>71.74 (2.48)</td>
<td>75.68 (1.26)</td>
</tr>
<tr>
<td>hepatitis</td>
<td>81.82 (1.41)</td>
<td>81.90 (1.36)</td>
<td>82.66 (0.45)</td>
<td>83.04 (2.23)</td>
<td>*83.26 (0.61)</td>
</tr>
<tr>
<td>ionosphere</td>
<td>90.32 (0.75)</td>
<td>*90.46 (0.48)</td>
<td>78.90 (0.50)</td>
<td>81.64 (1.05)</td>
<td>86.62 (0.56)</td>
</tr>
<tr>
<td>chess-end</td>
<td>98.14 (0.52)</td>
<td>*98.42 (0.50)</td>
<td>97.38 (0.47)</td>
<td>88.74 (1.48)</td>
<td>94.96 (0.72)</td>
</tr>
<tr>
<td>lymphography2</td>
<td>79.28 (1.69)</td>
<td>*81.88 (1.82)</td>
<td>74.02 (2.13)</td>
<td>74.44 (3.00)</td>
<td>81.50 (1.89)</td>
</tr>
<tr>
<td>lymphography3</td>
<td>77.64 (2.03)</td>
<td>*78.90 (2.13)</td>
<td>73.30 (2.10)</td>
<td>77.54 (3.02)</td>
<td>77.02 (1.31)</td>
</tr>
<tr>
<td>mushroom</td>
<td>98.36 (0.63)</td>
<td>98.84 (0.27)</td>
<td>98.64 (0.16)</td>
<td>99.50 (0.36)</td>
<td>*99.52 (0.48)</td>
</tr>
<tr>
<td>thyroid-hyper</td>
<td>89.22 (0.30)</td>
<td>94.34 (0.33)</td>
<td>93.24 (0.77)</td>
<td>92.96 (0.88)</td>
<td>*94.44 (0.29)</td>
</tr>
<tr>
<td>thyroid-hypo</td>
<td>86.08 (0.04)</td>
<td>92.36 (0.48)</td>
<td>86.44 (0.69)</td>
<td>89.68 (1.48)</td>
<td>*93.70 (0.35)</td>
</tr>
<tr>
<td>diabetes</td>
<td>64.68 (0.30)</td>
<td>73.42 (0.25)</td>
<td>*74.28 (0.48)</td>
<td>66.38 (0.66)</td>
<td>68.84 (0.73)</td>
</tr>
<tr>
<td>promoters</td>
<td>74.36 (2.15)</td>
<td>74.94 (4.64)</td>
<td>73.20 (3.80)</td>
<td>*76.36 (2.68)</td>
<td>76.08 (3.29)</td>
</tr>
<tr>
<td>star-cluster</td>
<td>80.64 (0.46)</td>
<td>80.64 (0.46)</td>
<td>80.64 (0.46)</td>
<td>78.32 (2.75)</td>
<td>*81.36 (0.82)</td>
</tr>
<tr>
<td>tic-tac-toe</td>
<td>82.96 (0.69)</td>
<td>85.62 (1.26)</td>
<td>83.06 (1.07)</td>
<td>79.42 (1.47)</td>
<td>*87.94 (0.23)</td>
</tr>
<tr>
<td>voting</td>
<td>95.20 (0.13)</td>
<td>94.78 (0.31)</td>
<td>*95.44 (0.15)</td>
<td>93.38 (0.88)</td>
<td>95.16 (0.08)</td>
</tr>
<tr>
<td>zoo</td>
<td>94.76 (0.78)</td>
<td>95.16 (0.08)</td>
<td>95.16 (0.08)</td>
<td>94.76 (0.78)</td>
<td>94.76 (0.78)</td>
</tr>
<tr>
<td>Average</td>
<td>83.13</td>
<td>84.39</td>
<td>81.75</td>
<td>81.68</td>
<td>84.47</td>
</tr>
</tbody>
</table>

Other empirical tests (not shown here for space considerations) illustrate the effect of varying \( \tilde{\theta} \) (Section 4). Results show significant differences in accuracy, but no single setting for \( \tilde{\theta} \) outperforms other settings consistently. In addition, our framework is sensitive to function \( f_{\alpha}(x) \). Varying \( f_{\alpha}(x) \) while keeping other parameters fixed results in significant differences in accuracy but to a lesser degree than varying \( \theta \).

6 Conclusions and Future Work

We have defined a novel framework for evaluation metrics in classification. Our framework enriches the information derived when a feature is used to partition the training set \( T \) by capturing all possible scenarios in terms of class agreement (or disagreement) between pairs of examples in \( T \). Most metrics utilize only a small fraction of the information contained in \( \Pi \); our framework, therefore, provides a broader view of the space of possible metrics. A limitation of our approach is the complexity of the algorithm that generates count matrices (Figure 4); proposed solutions include a pre-processing step, or using a sample of the training set (for large datasets). Experiments using real-world domains show our unified framework compares well in performance with the best of a set of standard metrics in the context of decision-tree learning. Our results imply that the best metric for any given problem may not be one of the few instances previously studied. Placing them in a parameterized framework is important—it delineates a much larger and richer space of alternatives.
A line of future research is to explore whether there exists generally useful instances in the new space of metrics that could be applied to a wider class of learning tasks. Another line of research consists of trying to match domain characteristics with the appropriate parameter settings in equation (equation 13). The flexibility inherent in our unified framework in finding a balance among several criteria suggests guiding the parameter settings according to the characteristics (i.e., meta-features) of the domain under analysis. For example, meta-features could be functions of the counts in the matrix $R$ over the set $T$, where $T$ corresponds to the whole training set $T_{train}$ (Section 4). Those counts provide information about the domain itself and relate directly to $II$.
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Abstract. Term extraction is the task of automatically detecting, from textual corpora, lexical units that designate concepts in thematically restricted domains (e.g. medicine). Current systems for term extraction integrate linguistic and statistical cues to perform the detection of terms. The best results have been obtained when some kind of combination of simple base term extractors is performed \cite{14}. In this paper it is shown that this combination can be further improved by posing an additional learning problem of how to find the best combination of base term extractors. Empirical results, using AdaBoost in the metalearning step, show that the ensemble constructed surpasses the performance of all individual extractors and simple voting schemes, obtaining significantly better accuracy figures at all levels of recall.

1 Introduction

As most scientific disciplines evolve in an increasingly faster manner, the creation of new terms grows continuously and their timelife decreases. This context can explain the growing interest in Automatic Term Extraction (TE) Systems. Terms, like words, are lexical units that designate concepts in a thematically constrained domain. Terms cannot be distinguished from general language words just by looking at their forms. It has been empirically shown (see \cite{15}) that term structure coincides with that of words and, often, terms take complex forms, i.e., they are made up of more than one lexical unit. Both terms and words are created and manipulated according to the same linguistic rules. Sometimes, however, a word can be considered a term only in some of its forms.

Usually, the construction of large term repositories has been carried out by terminologists. This task demands a massive manual intervention, which is unfeasible in accordance with today’s requirements. Hence, there is a strong need to react quickly (and in a standardized way) so as to comply with current requirements of information. Many techniques have been applied to TE but none of them has proved to be fully successful in isolation. Differences in source texts,
Current Status. Most current TE systems follow either a statistical or a linguistic approach \[8\]. Recently, however (as discussed below) some hybrid approaches are trying to overcome the limitations of those purely one-sided approaches and have included both linguistic and statistical elements.

Linguistics based approaches are mainly based on syntactic patterns. Usually, terms are described by a regular expression based on the Part-of-Speech of the sequence of words found in the text under analysis. TERMS \[7\] is a prototypical system following this approach. The approach followed by LEXTER \[3\], a well-known TE system, is quite similar but uses knowledge of what is known not to be a term. In spite of their linguistic approach, both systems include some basic statistical information. A different linguistic approach, shown in \[1\], benefits from the decomposition of term candidates in their Greek and Latin forms.

Statistical based systems range from the simplicity of frequency counts to the calculation of complex statistical indicators for measuring the collocational strength of the words occurring in the term candidates. The main problems found by these approaches are that frequent words or high-scored collocational pairs are not limited to terms but may occur with general language. Other approaches include some linguistic data to overcome these limitations. This information may be used a priori, as in ACABIT \[5\], or a posteriori. TRUCKS, a modern hybrid system \[11\], provides a more balanced use of these kinds of information.

The main shortcomings encountered in most term extractors are: 1) Noise. Many of the candidates are not real terms and have to be rejected by a manual post-process. This problem is mainly posed by linguistic systems and has to do with the inadequacy of purely syntactic patterns for isolating and detecting terms. 2) Silence. Some of the actual terms are not detected by the TE system. This problem usually affects systems including some kind of statistical knowledge. Often, these limitations are related to the difficulty in dealing with mono-lexeme or coordinated terms.

Term extraction provides an appropriate framework for combining some of the techniques typically used for this task. In fact, the combination of multiple classifiers is a technique that has been successfully applied in several NLP tasks, e.g., tagging, parsing, or text classification and filtering, leading to significant improvement on the results obtained by individual methods. Recently, a TE system has been proposed based on combining the results obtained from different individual term extractors (TE) and applying different kinds of voting \[14\]. Since those TE’s are based on very different Knowledge Sources, a further attempt can be made. This would imply using a metalearning approach to learn to combine such TE’s in a way that each TE would be chosen in the situation it performs best. In this paper we follow this approach using a boosting algorithm.

1 Noise and silence are commonly used in the terminology domain as complementary of the terms precision and recall, respectively.
Overview. The paper is organized as follows: Section 2 is devoted to briefly explain the overall organization of the system and the individual TE's. Section 3 describes the experiments carried out to evaluate the individual TE's and the basic way of combination. In section 4 the boosting approach is presented and tested. Finally, section 5 summarizes some qualitative conclusions.

2 A System Proposal for Term Extraction

The aim of our TE system is to analyze a set of textual documents in the medical domain and produce a list of term candidates (tc) ordered by their termhood. In order to achieve this objective the following is proposed: 1) Building a number of individual TE's where each of them is based on a different kind of information; and 2) Combining the results (i.e., the set of candidates and the certainty factor of each candidate) of each TE. Once obtained, the list of tc can be processed in several ways depending on the intended use of the extracted terms, ranking from automatic acceptance of those tc's having a termhood over a certain threshold to manual checking of best scored tc by a terminologist.

The architecture of the system is depicted in figure 1. There are three main modules, which take part after a linguistic pre-processing:

1. Candidate Selection. It consists of the selection of the sequences of units that can be potentially terminological.
2. Candidate Analysis. It consists of a number of TE’s that have to score the term candidates with a termhood measure.
3. System Combination. The results of the different extractors are combined in order to produce the final set of candidates. This is mainly the issue that will be addressed in this paper.
2.1 Individual Term Extraction Systems

Four families of TE’s, corresponding to four different kinds of sources, have been implemented. We include below a short description of each TE.

**Semantic content extractor.** This module is based on the idea that the more likely it is that the components of the tc belong to the domain the more likely it is that the tc will be a real term (i.e. medicalhood is a good indicator of termhood). The module uses EuroWordNet (EWN\footnote{EWN is a general-purpose multilingual lexical DB based on Princeton WordNet and covering Spanish and other European languages. WordNet’s are structured in lexical-semantic units linked by basic semantic relations.}) to determine whether a given word belongs to the medical domain or not. EWN presents some important limitations: It is a general purpose (not restricted to medical domain) ontology and it lacks domain information. It was chosen, however, because it has a relatively high coverage of medical domain entries and a good coverage of Spanish language.

The lack of domain information was tackled by identifying and marking about 30 medical borders (mb) and assuming that all hyponyms that fall under these borders belong to the medical domain. Thus, we may say that “disease” constitutes a mb as all diseases registered in EWN are hyponyms of this synset.

To cope with polysemy a “medical coefficient” (mc) was defined to measure the termhood of each tc. This coefficient can be computed straightforwardly as the ratio between the number of medical senses and the total number of senses registered in EWN. Despite its simplicity, this way of computing mc’s works fairly well. In\footnote{In [16] some improvements have been proposed and evaluated. This coefficient is used to define a threshold of medical sense. Any noun with an mc higher than such value is considered to have a medical sense. This coefficient can be considered a measure of the specialization of a word. Due to EWN particular features, this method is prone to detect monosemic non-highly specialized words.} some improvements have been proposed and evaluated. This coefficient is used to define a threshold of medical sense. Any noun with an mc higher than such value is considered to have a medical sense. This coefficient can be considered a measure of the specialization of a word. Due to EWN particular features, this method is prone to detect monosemic non-highly specialized words.

**Greek and Latin forms.** The medical vocabulary of many languages includes words that can be split up into their Greek and Latin (G&L) word forms. This feature is important because such words are highly specialized and do not occur in standard lexica. It is relatively easy to split such words and obtain the meaning of their components. This method has high accuracy although very limited coverage. Therefore, it is a good candidate to be combined with other TE’s.

**Context analyzer.** Our approach is mainly based on Maynard’s TE system\footnote{Our approach is mainly based on Maynard’s TE system with minor improvements. The basis for context analysis are: a) Words surrounding “prime” tc’s, (i.e. already known terms or tc’s having a high score) can become useful clues for other terms, and b) Among context words, those that are “prime” tc’s and semantically similar to the tc under evaluation provide additional information. Thus, our context factor (cf) has two components: a lexical context factor and a semantic context factor. The “lexical cf” is based on words that surround “prime” candidates while the “semantic cf” depends on the conceptual distance between the tc and the “prime” terms that appear in their context. Three choices have to be made: 1) The selection of the “prime” tc,} with minor improvements. The basis for context analysis are: a) Words surrounding “prime” tc’s, (i.e. already known terms or tc’s having a high score) can become useful clues for other terms, and b) Among context words, those that are “prime” tc’s and semantically similar to the tc under evaluation provide additional information. Thus, our context factor (cf) has two components: a lexical context factor and a semantic context factor. The “lexical cf” is based on words that surround “prime” candidates while the “semantic cf” depends on the conceptual distance between the tc and the “prime” terms that appear in their context. Three choices have to be made: 1) The selection of the “prime” tc,
2) The selection of the context window, and 3) The definition of an appropriate similarity measure. We have considered “prime” term candidates those having a maximal $mc$ (a bootstrapping approach could have been followed instead, starting with an initial list of true tc’s). We have experimented with several context window sizes and different relative weighting of lexical and semantic factors. The semantic distance was computed on the EWN hierarchy (see [15]).

**Collocational analysis.** We have also used some traditional statistical methods to rank candidates. Several techniques involving different association measures between the words included in poly-lexeme terms, e.g. noun–adjective (NJ) and noun–preposition–noun (NPN), have been tried. Our intuition is that two components having a high association in a medical domain are more likely to form a term. Three association criteria (loglike, mutual information, and cubed mutual information, $MI_3$ [5]) have been considered. Most of these methods have been previously used for the related task of detecting collocations.

Note that neither the context analyzer extractor nor the G&L extractor impose constraints on the length and composition of the tc. Therefore, both methods can be applied to any pattern accepted by the Candidate Selection Module. The association measures involved in the collocational analysis extractor have been calculated only between the two main words appearing in the pattern (i.e., noun–adjective in the NJ pattern and noun$_1$–noun$_2$ in the NPN pattern). Finally, the semantic content extractor can be applied to any pattern having at least one component with a $mc$ above the threshold. In practice, however, the results were satisfactory only for noun (N) and NJ patterns.

### 3 System Evaluation

The system was trained and tuned using a Spanish corpus (henceforth corpus#1) taken from the IULA LSP corpus. It consists of a number of abstracts of medical reports on asthma that amount to 100,000 words, manually annotated. A shorter (10,000 words) corpus (henceforth corpus#2), was used for testing.

As previously said, the system can be applied to any pattern accepted by the Candidate Selection Module (214 different patterns were detected in corpus#1, see [14]) although not all TE’s work on all patterns. However, the distribution of real terms is highly biased and only three patterns actually occur on our corpora: 696 N terms, 664 NJ terms, and 86 NPN terms were manually detected in corpus#1. All along the paper, we will present the average results over the three patterns (ALL). Additionally, the results on the most frequent pattern (N) will be presented separately.

**Results.** Individual methods present different recall/precision behaviours, reflecting the differences of the involved knowledge sources. The results for N and

---

3 This corpus has been collected at the Institute for Applied Linguistics of the Universitat Pompeu Fabra. See [http://www.iula.upf.es/corpus/corpubca.htm](http://www.iula.upf.es/corpus/corpubca.htm).
the other patterns present high differences as well. We summarize next the results of individual methods (see [14] or [15] for details).

The Semantic Content TE has a limited coverage (due to its dependence on EWN). For the N pattern the precision achieved was 96.3% with a recall of 30%. For the whole problem, the precision and recall values are 97.2% and 23.6%, respectively. Figures obtained for the G&L forms were 90% in precision and 8% in recall. Best results for the Context analyzer (cf) were 81.6% and 19.2% in recall for the N pattern (64%–21% on the whole problem) although in this case still accurate results can be obtained at higher recall levels, as shown in figure 2. Best results for collocational methods were obtained using MI: 50.3%–15.1%.

![Fig. 2. Precision–recall curves obtained by the individual cf extractor and the combination schemes DV, UV, WV on the N (left) and ALL (right) patterns](image)

Regarding the combination of methods, several voting schemes were tried, following [9]: a) Simple voting, i.e., each method reports a term/no term status from each single term extractor. It allows two variations: democratic (DV) and non–democratic voting (UV) according to whether all the TE’s have the same weight or not. b) Numeric voting, i.e, each tc is considered according to its termhood value provided by each TE. We experimented with several forms of combination: maximum, minimum, median and weighted (WV). In the UV voting scheme, several TE’s are considered with priority in some cases, e.g., G&L forms, Semantic Content with mc=1, etc. In WV, the results of each extractor are normalized according to the maximum score of the corresponding TE.

All combination methods were systematically better at all recall levels, as shown in figure 2 where the best individual method, context factor (cf), is compared with three forms of combination, i.e. DV, UV, WV. For instance, in the case of nouns, the best recall for a simple method is 19.1% (precision 81.6%); for combined methods recall increases up to 32% (precision 99.1%). The results are clearly better for nouns than for the poly–lexeme patterns. This may be due to the fact that NJ and NPN patterns are much more sensitive to the EWN missing data and so the treatment of some kind of adjectives should be improved. We also found that about 15% of terms were not detected due to tagging mistakes, term variation and missing dictionary entries.
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4 Using Boosting to Combine Basic Term Extractors

In the previous section we have shown how the voting combination of several TE’s leads to a significant performance improvement, comparing to the individual results. In this section, we will see how this combination step can be further improved by considering the new learning problem of “how to find the best combination of individual term extractors on the training examples”, which will be addressed by means of a boosting–based learning algorithm.

In machine learning approaches, the combination of a set of heterogeneous classifiers is usually performed by defining a metalearning step in which a meta–level classifier is trained to characterize the situations in which each of the base classifiers is able to make correct predictions. Stacked generalization is probably the most popular exemplar among the existing approaches for metalearning.

In our situation, the approach can be simpler since the base TE’s perform their predictions based on some external linguistic knowledge sources, and do not perform a real training process. Thus, the problem of learning how to combine them can be directly posed as a learning problem in which the predictions of the base TE’s are codified as regular features in order to complete the descriptions of training examples. See section 4.2 for details about the features used.

4.1 AdaBoost Algorithm

In this section the generalized AdaBoost algorithm with confidence–rated predictions is briefly sketched. We assume that the reader is familiar with the related concepts (see otherwise). It has to be noted that this algorithm has been applied, with significant success, to a number of NLP disambiguation tasks, such as: Part–of–speech tagging and PP–attachment, text categorization, and word sense disambiguation.

The purpose of boosting is to find a highly accurate classification rule by combining many weak classifiers (or weak hypotheses), each of which may be only moderately accurate. The weak hypotheses are learned sequentially, one at a time, and, conceptually, at each iteration the weak hypothesis is biased to classify the examples which were most difficult to classify by the preceding weak hypotheses. The final weak hypotheses are linearly combined into a single rule called the combined hypothesis.

Let $S = \{(x_1, y_1), \ldots, (x_m, y_m)\}$ be the set of $m$ training examples, where each instance $x_i$ belongs to an instance space $\mathcal{X}$ and $y_i \in \{-1, +1\}$ is the class or label associated to $x_i$ (which, in this case, stand for non-term and term). The AdaBoost algorithm maintains a vector of weights as a distribution $D_t$ over examples. At round $t$, the goal of the weak learner algorithm is to find a weak hypothesis $h_t : \mathcal{X} \rightarrow \mathbb{R}$ with moderately low error with respect to the weights $D_t$. In this setting, weak hypotheses $h_t(x)$ make real–valued confidence–rated predictions. Initially, the distribution $D_1$ is uniform, but after each iteration, the boosting algorithm increases (or decreases) the weights $D_t(i)$ for which $h_t(x_i)$ makes a bad (or good) prediction, with a variation proportional to the confidence $|h_t(x_i)|$. The final hypothesis, $f : \mathcal{X} \rightarrow \mathbb{R}$, computes its predictions using a
weighted vote of the weak hypotheses $f(x) = \sum_{t=1}^{T} \alpha_t h_t(x)$. For each example $x$, the sign of $f(x)$ is interpreted as the predicted class ($-1$ or $+1$), and the magnitude $|f(x)|$ is interpreted as a measure of confidence in the prediction. Such a function can be used either for classifying new unseen examples or for ranking them according to the confidence degree. The latter is the goal in the problem of term extraction.

**Weak Rules.** In this work we have used weak hypotheses which are simple rules with real-valued predictions. Such simple rules test the value of a boolean predicate and make a prediction based on that value. The predicates used refer to the attributes that describe the training examples (e.g. “the word health appears in the context of the term candidate”), or to the predictions given by the individual term extractors (e.g. “cf’s confidence is high”). Formally, based on a given predicate $p$, weak hypotheses $h$ are considered that make predictions of the form: $h(x) = c_0$ if $p$ holds in $x$, and $c_1$ otherwise. Where the $c_0$ and $c_1$ are real numbers. See [12] for the details about how to calculate the $c_i$ values given a certain predicate $p$ in the AdaBoost framework.

This type of weak rules can be seen as extremely simple decision trees with one internal node and two leaves, which are sometimes called decision stumps. Furthermore, the criterion for finding the best weak rule can be seen as a natural splitting criterion and used for performing decision-tree induction [12]. In this way, we can consider an additional parameter in the learning algorithm that accounts for the depth of the decision trees induced at each iteration.

### 4.2 Feature Representation

All tc’s have been considered training examples, and, thus, all three patterns have been treated simultaneously. Each example consists of the set of occurrences of the corresponding tc in corpus#1 (although, for practical reasons, we have limited the number of occurrences to 10). The number of examples in the corpus is 4,693, from which 1,446 are N, NJ, or NPN terms (the exact proportions are presented in section 3). The set of features used for training purposes includes the results of several variants of the individual TE’s together with some of the data used by such TE’s. They are the following:

1. The medical coefficient (mc).
2. “G&L form prediction”, which is 1 when the tc has been recognized by the corresponding TE, and 0 otherwise.
3. Context factors, which include the output of the Context Analysis method in its basic form and some variations. It also includes the lexical and semantic components separately.
4. Medical borders (mb) of the tc.
5. Number of occurrences of the tc in the training set.

Since the version of AdaBoost used works only with binary features, a discretizing process has been performed on all non-binary attributes. In particular, we have considered equal width intervals of 3 and 10 parts in the domain range.
of these attributes. The redundancy of this representation is not a problem for the AdaBoost learning algorithm. As we will see later, no overfitting is produced, and it seems that it is able to select the appropriate granularity level.

It has to be said that a number of experiments have been carried out in order to select an appropriate feature set for the task. In particular, we have considered the context words, collected from a window of 10 words to the left and to the right of the different occurrences of each \( tc \). The results obtained using these new features were slightly worse, probably due to the small size of the learning corpus, which is unable to provide reliable estimates of word frequency counts. In the same way, the Collocational analysis extractor was finally excluded from the feature set since it was very irregular in its predictions and contributed negatively to the final performance. See [15] for a detailed description of the whole experimental setting developed for the task. Finally, observe that the final set of predictors used does not perform any learning process on the training corpus, and, therefore, they can be considered directly as regular features, contributing to ease the meta-learning process.

4.3 Evaluation

We have tested the approach proposed using corpus#1, with the standard 10-fold cross validation technique. Consequently, the results presented in this section are the average figures among the ten folds. AdaBoost was run using decision stumps as default weak learners.

Figure 3 shows the precision–recall curves obtained by the algorithm on the \( N \) and ALL patterns at different number of learning rounds \( (T = 10, 50, 100, 150, 200) \). It can be observed that above a minimum number of rounds \( (T = 50) \), the system performance remains stable and that no overfitting is produced.

Fig. 3. AdaBoost precision–recall curves for \( N \) (left) and ALL (right) patterns varying the number of rounds

In order to determine whether the already presented curves are good or not, we compare these results with those obtained using the best individual term
extractors (cf and mc) and the best voting method (UV). Figure 4 contains such comparison (AdaBoost results correspond to a training process of 50 rounds).

![Precision-recall curves](image)

**Fig. 4.** Precision–recall curves obtained by AdaBoost, the individual cf and mc term extractors, and the best voting approach UV, for N (left) and ALL (right) patterns

It can be observed that in the whole problem, AdaBoost performs systematically better than the other methods at all levels of recall, achieving significantly higher precision values (the maximum difference against the UV voting scheme is almost 30 points). In the particular case of N pattern, AdaBoost achieves again the best curve, with significantly better precision results for recall values over 45–50%. At lower recall levels (specially for values lower than 30%), the differences in precision are not significant due to the extremely high precision obtained by the individual mc extractor. In order to complete the information of figure 4 with some numerical results, we present in figure 5 the differences in precision between all methods, achieved at two fixed recall levels of 30% and 50% (which are the usual lower and upper bounds for the proportion of terms that naturally appear in specialized texts).

<table>
<thead>
<tr>
<th></th>
<th>UV</th>
<th>cf</th>
<th>mc</th>
<th>AdaBoost</th>
</tr>
</thead>
<tbody>
<tr>
<td>UV</td>
<td>19.5</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>cf</td>
<td>-29.6</td>
<td>-19.6</td>
<td>-19.2</td>
<td></td>
</tr>
<tr>
<td>mc</td>
<td>-7.9</td>
<td>21.7</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>AdaBoost</td>
<td><strong>2.9</strong></td>
<td><strong>32.5</strong></td>
<td><strong>10.8</strong></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>UV</th>
<th>cf</th>
<th>mc</th>
<th>AdaBoost</th>
</tr>
</thead>
<tbody>
<tr>
<td>UV</td>
<td>15.0</td>
<td>-25.2</td>
<td>-28.0</td>
<td></td>
</tr>
<tr>
<td>cf</td>
<td>-13.5</td>
<td>-40.0</td>
<td>-44.5</td>
<td></td>
</tr>
<tr>
<td>mc</td>
<td>—</td>
<td>—</td>
<td>-4.0</td>
<td></td>
</tr>
<tr>
<td>AdaBoost</td>
<td><strong>23.3</strong></td>
<td><strong>36.5</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 5.** Differences in precision (in percentage points) between methods at fixed points of recall. Patterns: N (left table) and ALL (right table). Recall points: 30% (above diagonal) and 45% (below diagonal)

We also performed some experiments by boosting deeper decision trees (in the same way as it is done [4] for constructing a high precision clause identifier), but the results obtained were systematically slightly worse comparing to the basic
model of decision stumps. In this case, we guess that maybe we are working with a learning problem that can be (almost) explained by a linear combination of functions of a single variable (feature). But another explanation could be that the richer learning representations are more prone to overfit the training corpus (specially when it is not very large).

Assessment of TE systems is a very difficult task. On the one hand, there is very limited agreement between human experts on deciding whether a tc is a real term or not (in [15], an evaluation of this agreement rate using the Kappa statistic is presented). On the other hand, direct comparisons between TE systems are not possible due to the language and domain dependencies of most systems and the lack of benchmark collections. Therefore, the only way of performing a comparison of the TE presented in this paper is to apply a state-of-the-art TE system to our corpus. The only well known system publicly available is FASTR. We have used it in a series of limited experiments but a complete comparison is not fair because the “english” FASTR uses a meta-grammar not available for Spanish. Another possibility is using Maynard’s TRUCKS system as a referent for comparison. As explained before, our Context Analyzer extractor is heavily based on TRUCKS. The main differences between our adaptation and the original are: 1) The replacement of UMLS by EWN as the lexical source; and 2) The way of selecting the “prime” tc’s. These issues are discussed in detail in [15]. Briefly, the first change is due to the problems of coverage and presentation of Spanish terms in UMLS, while the second tries to perform a more accurate selection of “almost sure” tc’s. As a result of such improvements, our Context Analyzer extractor outperforms Maynard’s (for Spanish and in our domain) and it could be considered a valid baseline when compared to AdaBoost.

5 Conclusions

In this paper it has been presented a general system for term extraction in the medical domain, which is based on the combination of several simple and independent TE’s. It has been shown that in this domain even a simple combination scheme based on voting is able to consistently improve the results of the individual TE’s, and that using a more sophisticated learning algorithm for performing an additional metalearning step leads to further improvements. We have empirically shown that the improvements achieved by AdaBoost in this second approach are quite significant and very relevant to the task.

Moving to different domains or including additional individual TE’s does not imply important problems. The only resource used by the system that needs some tuning is EWN (corpora and dictionaries need no changes). Furthermore, EWN is a general language resource and the customization task is reduced to identify the concepts equivalent to our medical borders. This task has to be carried out carefully and some knowledge about the domain and the organization of EWN is required, but this is not a labour intensive task. For instance, only 30 mb were detected in the medical domain. An alternative and not already explored possibility could be the use of existing domain codes (as those proposed by [10]).
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Abstract. Labeled data for classification could often be obtained by sampling that restricts or favors choice of certain classes. A classifier trained using such data will be biased, resulting in wrong inference and sub-optimal classification on new data. Given an unlabeled new data set we propose a bootstrap method to estimate its class probabilities by using an estimate of the classifier's accuracy on training data and an estimate of probabilities of classifier's predictions on new data. Then, we propose two methods to improve classification accuracy on new data. The first method can be applied only if a classifier was designed to predict posterior class probabilities where predictions of an existing classifier are adjusted according to the estimated class probabilities of new data. The second method can be applied to an arbitrary classification algorithm, but it requires retraining on the properly resampled data. The proposed bootstrap algorithm was validated through experiments with 500 replicates calculated on 1,000 realizations for each of 16 choices of data set size, number of classes, prior class probabilities and conditional probabilities describing a classifier’s performance. Applications of the proposed methodology to a benchmark data set with various class probabilities on unlabeled data and balanced class probabilities on the training data provided strong evidence that the proposed methodology can be successfully used to significantly improve classification on unlabeled data.

1 Introduction

A common assumption made in machine learning is that labeled data used for training a classifier and unlabeled new data can be considered as samples from the same underlying distribution. In such a case one could apply standard machine learning procedures to learn a classifier from labeled data (e.g., logistic regression, decision trees, neural networks), estimate its accuracy (e.g., directly from training set, using cross-validation), and apply it on unlabeled examples in a straightforward manner. However, this assumption is often violated with labeled and/or unlabeled data obtained by biased sampling from an underlying distribution. While inference and learning in such a general setup is an open machine learning problem, in this paper we propose a methodology for solving an important special case where class distributions

---
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in labeled and/or unlabeled data are biased. To simplify the presentation it will be assumed that unlabeled data is a sample from an underlying distribution. This corresponds to the goal of constructing a classifier optimized for successful predictions on an unlabeled data set.

A familiar example that involves biased class distribution is classification of a rare medical condition where false negative predictions can have high costs. A common approach is to intentionally provide a biased training set with a disproportionately large number of examples from the rare condition in order to produce a successful classifier with a small fraction of false negative predictions. Another example is the case where costs of obtaining labeled examples are class-dependent and where the resulting labeled data set is biased towards examples from less expensive classes.

An interesting example that motivated this work is the problem of predicting protein disorder from its amino-acid sequence [11,13]. Protein disorder is a biological concept that refers to proteins that do not crystallize into a unique 3D structure [7]. To obtain training set for prediction of protein disorder one should collect representative examples of ordered and disordered proteins. However, since protein disorder is an insufficiently explored phenomenon, accurate estimates of its commonness in nature do not exist. Additionally, current databases of proteins with known structure are highly biased towards ordered proteins. The explanation is that crystallographers are reluctant to publish structural results for disordered proteins since there is always a risk that some procedural error prevented proper protein crystallization. The proposed methodology could lead to a successful predictor of protein disorder and provide confident estimates of protein disorder commonness.

The learning problem considered in this paper can be defined as construction of a classifier using labeled data of size $n_L$ with class probabilities $P_L(i)$, $i = 1, \ldots, c$, where $c$ is the number of classes, for accurate prediction on unlabeled data of size $n_U$ with unknown class probabilities $P_U(i)$. This problem can be solved by (step 1) estimating the class distribution $P_U(i)$, followed by (step 2) using this estimate to construct a desired classifier. We propose a bootstrap methodology [8] to estimate distribution of $P_U(i)$ based on (step 1.a) an estimate of classifier’s accuracy obtained on labeled data, and (step 1.b) an estimate of classifier’s class predictions on unlabeled data.

To construct a successful classifier (step 2) we propose two approaches depending on the type of classification algorithm and available computational resources. If a classifier was trained to estimate posterior class probabilities (e.g., logistic regression, neural networks) it is possible to use the existing classifier on an unlabeled data set by adjusting its outputs according to estimated $P_U(i)$. If computational resources allow, or if a classifier represents a nonlinear discriminant function that directly provides classification (e.g., decision trees) we propose a procedure for retraining of classifier using resampled labeled data according to estimated $P_U(i)$.

In real-life applications of classification different costs are often associated with different types of errors. Misclassification costs are usually described by cost matrix $C$ with elements $C(j, i)$ representing the costs of predicting class $j$ when the true class is $i$. Unless explicitly mentioning otherwise, in this paper we assume 0/1 loss, where $C(j, i) = 1$ if $i \neq j$ and $C(i, i) = 0$, to simplify presentation. However, it is important to note that the proposed methodology is not restricted to the choice of cost matrix so that it can be generalized to an arbitrary cost matrix.
2 Estimation of the Class Distribution on an Unlabeled Data Set

Let us assume that a labeled data set \( S_L \) with \( n_L \) examples is available to learn a classifier and to estimate its accuracy, while the constructed classifier should be applied to a new unlabeled data set \( S_U \) with \( n_U \) examples. Classification accuracy is completely determined by (i) conditional probabilities \( p(j \mid i) \) of predicting a class \( j \) if the true class is \( i \), and (ii) prior probabilities \( p_i \) (shorthand for \( P_U(i) \)) of class \( i \) on \( S_U \), where \( i, j = \{1, ..., c\} \), and \( c \) represents the number of classes. The 0/1 loss or error rate can then be calculated as

\[
\text{error rate} = \sum_{j} \sum_{i} p(j \mid i) \cdot p_i \cdot (1 - \delta_{ji}) \cdot 100 \,[\%], \tag{1}
\]

where \( \delta_{ji} \) is the Kronecker’s delta with \( \delta_{ji} = 1 \) for \( i = j \) and zero otherwise.

Calculating Class Probabilities from Very Large Data Sets

Class probabilities \( p_i \) on \( S_U \) are not known in advance, so they should be estimated using an available classifier with known conditional probabilities \( p(j \mid i) \). Note that the only information that could be obtained using the classifier on unlabeled data \( S_U \) are its predictions. From these predictions we can estimate the probability of predicting class \( j \) on \( S_U \) denoted as \( q_j \). The connection between \( p_i \) and \( q_j \) can be expressed as

\[
q_j = \sum_{i} p(j \mid i) p_i, \tag{2}
\]

or as \( q = P \cdot p \) in the matrix form, where \( q = \{q_j\} \), \( P = \{p(j \mid i)\} \), \( p = \{p_i\} \). From (2) and assuming an invertible matrix \( P \), one can easily estimate true class probabilities as

\[
p = P^{-1} \cdot q. \tag{3}
\]

Equation (3) is correct under assumption that values of \( q_j \) and \( p(j \mid i) \) are known with certainty. This can occur only if available training and new data sets are very large. However, for majority of real-life applications, the size of available data sets is limited and \( q_j \) and \( p(j \mid i) \) can be considered as random variables whose properties should be estimated first.

A Bootstrap Method for Estimating \( p_i \) from \( S_L \) and \( S_U \)

Statistical inference using \( S_L \) and \( S_U \) can lead to the proper estimation of multinomial distributions \( q_j \) and \( p(j \mid i) \). However, it can be difficult to obtain the distribution of \( p_i \) expressed with (3) in a closed form. In this study we are primarily interested in estimating the expected values of class probabilities \( p_i \) on \( S_U \). Although distributions of \( q_j \) and \( p(j \mid i) \) alone might be estimated in a straightforward manner, even the estimation of the expected value of \( p_i \) could not be done directly. Although \( P \) and \( q \) are independent, such an estimation is difficult since \( E[P^{-1}] \neq E[P]^{-1} \). Therefore, we use the idea of bootstrap [8], which is a powerful simulation methodology for statistical inference suitable for estimating the distribution of \( p_i \). We first describe the basic idea of bootstrap.
Given an original sample $X$ with $n$ examples the bootstrap sample $X^*$ is obtained by randomly sampling $n$ examples from $X$ with replacement. Bootstrap algorithm generates a large number $B$ of bootstrap samples $X^*_1, X^*_2, \ldots, X^*_B$ and calculates desired statistics $s^*_b = s(X^*_b)$ from each of them. Statistics $s(\cdot)$, for example, can represent the sample mean, but it can be an almost arbitrarily complex function such as the one expressed by (3). Properties of the statistics $s(\cdot)$ such as mean, variance or confidence intervals can be estimated from $B$ obtained values $s^*_b$ that are called the bootstrap replicates of $s$.

In our problem two independent samples $S_L$ and $S_U$ are available for separately estimating $q_j$ and $p(j \mid i)$. Given a labeled set $S_L$, one should properly use this set both for training a classifier and for estimating conditional probabilities $p(j \mid i)$. If $n_L$ is large, the usual practice is to reserve a test set $S_{test}$ of size $n_{test}$ for estimating $p(j \mid i)$, and to train a classifier on the remaining data $S_{train} = S_L - S_{test}$. If $n_L$ is relatively small, cross-validation [e.g., 8] is usually employed where, effectively, $n_i = n_{train} = n_{test}$ and all $n_L$ examples are used both for training and for estimating $p(j \mid i)$, at the cost of a larger computational effort needed to learn a number of cross-validation classifiers. On the other side, all $n_U$ examples from $S_U$ can be directly used to estimate $q_j$.

In Table 1 we present a bootstrap algorithm for estimating class probabilities $p_j$. With $n_{test}(j, i)$ we denoted the number of examples in a bootstrap sample $S_{test}^*$ that are predicted to be of class $j$ when their true class is $i$. Similarly, with $n_U(j)$ we denoted the number of examples in a bootstrap sample $S_U^*$ predicted to be of class $j$. The idea of the algorithm is clearly to generate two bootstrap samples, calculate the corresponding bootstrap replicates of $q_j$ and $p(j \mid i)$ and then use equation (3) to determine bootstrap replicate of $p_j$. Finally, the estimate $E p_j$ of class probability $p_j$ on $S_U$ can be calculated as $E p_j = (1/B) \sum_b p^*_b$. According to [8], 100 – 200 bootstrap iterations are needed if we are interested only in $E p_j$, and 500 – 1000 bootstrap iterations are needed if we are interested in the two-tailed confidence intervals of $p_j$.

Table 1. A bootstrap algorithm for estimating class probabilities $p_j$ in unlabeled data

<table>
<thead>
<tr>
<th>Given $B$, $S_{test}$, $S_U$ and a classifier</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b = 0$</td>
</tr>
<tr>
<td>repeat</td>
</tr>
<tr>
<td>Generate a bootstrap sample from $n_{test}$ examples of $S_{test}$ and calculate</td>
</tr>
<tr>
<td>$p^<em><em>b(j \mid i) = n</em>{test}^</em>(j, i) \big/ \sum_j n_{test}^*(j, i)$ for $i, j = 1, \ldots, c$.</td>
</tr>
<tr>
<td>Generate a bootstrap sample from $n_U$ examples of $S_U$ and calculate</td>
</tr>
<tr>
<td>$q_j = n_U^*(j) / n_U$ for $j = 1, \ldots, c$.</td>
</tr>
<tr>
<td>Use (3) to calculate bootstrap replicate $p^*_b$ for $i = 1, \ldots, c$.</td>
</tr>
<tr>
<td>if all $p^*_b$ are within interval $[0, 1]$</td>
</tr>
<tr>
<td>$b = b + 1$</td>
</tr>
<tr>
<td>end</td>
</tr>
<tr>
<td>until $b = B$</td>
</tr>
</tbody>
</table>

It is important to observe that for small $S_L$ and $S_U$ some bootstrap samples can result in infeasible replicates $p_i^*$, but the proposed algorithm discards all such infeasible replicates. For explanation, let us consider an example of two-class classification
problem with an iteration of the bootstrap algorithm resulting in replicates \( p^* (1|1) = p^* (0|0) = 0.8 \) and \( q^*_1 = 0.9 \). Clearly, assuming the conditional probabilities are true, even for the extreme case with all examples from \( S_U \) being from class 1, \( q_1 \) could not be larger then 0.8. As a consequence, applying (3) on a given example would result in infeasible replicates \( p^*_1 = 1.17 \) and \( p^*_0 = -0.17 \). Therefore, in the algorithm from Table 1 all such replicates are discarded.

**Modifications of the Bootstrap Algorithm from Table 1**

We propose two modifications of the algorithm from Table 1 in order to improve its speed and to obtain better estimates of class probabilities. Obtaining \( B \) bootstrap samples can become computationally expensive if data sets \( S_L \) and \( S_U \) are large. For sufficiently large data sets estimates of \( q_j \) and \( p^*(j|i) \) become very close to their true values and the algorithm from Table 1 might not be necessary to estimate \( p_i \). However, in practice it is often not clear how large data set is large enough and, therefore, we use a simple procedure to provide bootstrap replicates \( q_j^* \) and \( p^*(j|i) \) computationally fast when \( S_L \) and \( S_U \) are large.

Let us assume a sample \( X \) contains discrete random variables \( x_i \in \{1, \ldots, c\} \), \( i = 1, \ldots, n \), such that \( f_j \) represents the fraction of examples with value \( j \). Since vector \( f \) with elements \( \{f_j\} \) is a sufficient statistics of \( X \), replicate \( \hat{f} \) of a bootstrap sample with elements \( \{f_j^*\} \) has distribution \( \hat{f} \sim \text{Mult}(n, f) / n \), where \( \text{Mult} \) denotes multinomial distribution with \( \text{E}[f_j^*] = f_j \), \( \text{Var}[f_j^*] = f_j(1 - f_j) / n \). If \( n \) is large \( f_j^* \) can be approximated by a normal distribution \( \mathcal{N}(f_j, f_j(1 - f_j) / n) \). In Table 2 we describe a procedure for random generation of \( \hat{f} \) without the need for bootstrap sampling, where by \( \text{norm}_\text{rnd}(\mu, \sigma^2) \) we denoted a random generator of a normal distribution with mean \( \mu \) and variance \( \sigma^2 \).

**Table 2.** A fast procedure for estimating frequencies from large bootstrap samples

<table>
<thead>
<tr>
<th>Given ( n, f, c ). (c is the number of classes)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f_i^* = \text{norm}_\text{rnd}(f_i, f_i(1-f_i)/n) )</td>
</tr>
<tr>
<td>if ( c = 2 )</td>
</tr>
<tr>
<td>( f_2^* = 1 - f_1^* )</td>
</tr>
<tr>
<td>else</td>
</tr>
<tr>
<td>for ( i = 2: c - 1 )</td>
</tr>
<tr>
<td>( f = f_i / \sum_{j=1}^{c} f_j \cdot n^* = n(1 - \sum_{j=1}^{i-1} f_j^*) )</td>
</tr>
<tr>
<td>( f_i^* = \text{norm}_\text{rnd}(f_i, f(1-f)/n^<em>) \cdot n^</em>/n )</td>
</tr>
<tr>
<td>end</td>
</tr>
<tr>
<td>( f_c^* = 1 - \sum_{i=1}^{c-1} f_i^* )</td>
</tr>
<tr>
<td>end</td>
</tr>
</tbody>
</table>

For large \( S_{\text{test}} \) and \( S_U \) the algorithm from Table 1 can be modified so that replicates \( q_j^* \) and \( p^*(j|i) \) are calculated directly by using the procedure from Table 2 instead of taking actual bootstrap samples. To perform this one should only calculate \( \hat{q}_j \) from \( S_U \) or \( \hat{p}(j|i) \) from \( S_{\text{test}} \) and use these values as the corresponding sufficient statistics \( f \).
The second modification to the algorithm from Table 1 is using Laplace corrections [4] to improve bootstrap replicates \(q_j^*\) and \(p^*(j|i)\) when \(S_L\) and \(S_U\) are small. Let us assume that probability that example of class \(i\) occurs in a sample is small. If the sample size \(n\) is also small, there is a considerable probability that the fraction \(f_i\) of examples from the rare class in the sample will be zero. In such a case, all the bootstrap samples will also have zero examples of class \(i\), resulting in \(f_i^* = 0\). As already shown [9], for certain cost matrices this can result in very poor predictions of classifier’s loss. The idea of Laplace correction is to bias the fractions \(f_i^*\) towards uniform distribution. To achieve this, a simple adjustment of frequency \(f_i\) from the original sample is performed as

\[
f_i = \frac{n_i + \lambda}{n + c\lambda}
\]

where \(n_i\) is the number of examples from class \(i\) within a sample of size \(n\), and \(\lambda\) is the Laplace coefficient. Laplace correction with \(\lambda = 1\) is a very suitable choice that can be validated in the following way. If \(n = 0\) it can be assumed that the true frequency \(f_i\) of class \(i\) is at one standard deviation from zero, i.e., \(f_i = \sqrt{f_i(1-f_i)/n}\). From there it follows that \(f_i = 1/(n+1)\), which after replacing in (4) results in \(\lambda = n/(n-c+1) \approx 1\). Finally, it should be noted that Laplace correction can be easily incorporated in both procedures from Table 1 and Table 2.

3 Improving Classification Based on Class Probability Estimates

Once class probabilities on \(S_{new}\) are estimated it should be possible to improve the initial classifier. We analyze two distinct cases depending on the type of classifier and on the available computational resources.

Improving a Classifier That Estimates Posterior Class Probabilities

If a classifier was trained to estimate posterior class probabilities \(p(i|x)\) when presented with a new example \(x\), then it can be directly adjusted without the need for retraining according to estimated class probabilities \(p_i\) on \(S_U\). For example, a neural network with a hidden layer and \(c\) outputs (representing each of the \(c\) classes) trained by minimizing the mean squared error is known to approximate posterior class probabilities [1]. Denoting class frequencies in training set \(S_{train}\) as \(f_{i,train}\) and predictions of a classifier as \(p(i|x)\), adjusted predictions \(p_{adjust}(i|x)\) can be calculated as

\[
p_{adjust}(i|x) = \frac{p(i|x) E p_{i,train}}{\sum_j p(j|x) E p_{j,train}}
\]

(5)

If computational resources permit one could try to produce a number of predictions for any given input \(x\) using different bootstrap replicates of \(p_i\), \(i = 1, \ldots, c\) and average the obtained values to the final prediction. However, this approach will not be considered further in this paper. If an arbitrary cost matrix \(C\) is assumed, one can further modify the existing classifier \(p_{adjust}(i|x)\) to provide classifications that minimize the conditional classification risk [6].
Retraining a Classifier According to Estimated Class Probabilities

Retraining a classifier on $S_{\text{retrain}}$ resampled from $S_{\text{train}}$ so that $f_{i,\text{retrain}} = Epi$ should lead to better accuracy on $S_U$ regardless of the type of classification algorithm. Moreover, if a classifier represents a nonlinear discriminant function that directly provides classification such a retraining might represent the only viable choice to improve the classification accuracy. Therefore, in Table 3 we describe a simple iterative procedure for retraining of classifier that starts by training a classifier based on the original class probabilities from $S_{\text{train}}$. As seen from the Table 3, in the following iterations $S_{\text{retrain}}$ is resampled according to bootstrap estimate $Epi$.

**Table 3.** A procedure for retraining classifier using estimates of class probabilities $Epi$.

| Given $S_{\text{train}} = \{(x_k,y_k)\}, k = 1, \ldots, n_{\text{train}}, y_k \in \{1, \ldots, c\}$ and $S_U$ |
| Assign $f_{i,\text{retrain}} = f_{i,\text{train}}$ ( $f_{i,\text{train}}$ is the frequency of class $i$ in $S_{\text{train}}$) |
| repeat |
| For each $k$, $d_k = f_{i,\text{retrain}} / f_{i,\text{train}}$ where $i$ is label of example $(x_k,y_k)$ |
| Normalize $d_k$ such that $\sum_k d_k = 1$ |
| Resample $n_{\text{train}}$ examples $S_{\text{retrain}}$ from $S_{\text{train}}$ according to $d_k$ |
| Train a classifier on $S_{\text{retrain}}$ |
| Produce bootstrap estimates $p_i^{*b}$ on $S_U$ |
| For each $i = 1, \ldots, c$, assign $f_{i,\text{retrain}} = (1/B) \sum_b p_i^{*b}$ |
| until stopping criterion |

Termination of the retraining procedure depends on the available computational resources. In the simplest, just one retraining might be needed to produce a satisfactory classifier adjusted for prediction on $S_U$. Also, if $f_{i,\text{retrain}}$ is very similar to $f_{i,\text{train}}$, it might be decided that retraining is not necessary. For example, if $f_{i,\text{train}}$ is within certain confidence interval of bootstrap estimate of $p_i$ it can be claimed that, statistically, class probabilities in $S_L$ and $S_U$ are identical. Finally, if possible, the procedure should be repeated until convergence of estimated class probabilities is observed between consecutive iterations.

Few of the many modifications of the proposed procedure that can depend on an application include:

- If training set $S_{\text{train}}$ is large the size of resampled data can be made smaller than $n_{\text{train}}$ to speed-up the retraining without much loss of accuracy [12];
- For neural network classifiers, retaining on $S_{\text{train}}$ and adjusting the weighting cost function according to estimated class probabilities could lead to a better accuracy then when resampling $S_{\text{train}}$ [1];
- Using the similar reasoning as in section 2, Laplace correction can be used on $f_{i,\text{retrain}}$ to adjust it towards uniform distribution;
- If computational resources allow, instead of training a single classifier, bagging [3] can be used to train an ensemble of classifiers to improve both the classification accuracy and the estimate of class probabilities on $S_U$;
- Some of known methods [2,5] can be coupled with the procedure from Table 3 in a straightforward manner to produce classifiers that are optimized to an arbitrary cost matrix.
4 Experimental Results

We performed two groups of experiments to validate the proposed procedures for improving classifiers trained on data with biased class distribution. In the first group, we validated bootstrap methodology proposed in Section 2, while in the second group we applied the proposed methodology to the benchmark Waveform data set [2].

4.1. Validation of the Proposed Bootstrap Algorithm

The proposed bootstrap algorithm was examined across a wide range of possible scenarios including different choices of data sizes \( n_{\text{test}} \), \( n_{\text{u}} \), number of classes \( c \), prior class probabilities \( p_{\text{str}, \text{train}} \) on \( S_{\text{str}, \text{train}} \) and \( p_{\text{str}} \) on \( S_{\text{str}} \), and conditional probabilities \( p(j|i) \) describing classifier’s performance. In our experiments we have first chosen several sets of parameters \( \{ c, \lambda, n_{\text{test}}, n_{\text{u}} \} \) as shown in Table 4. Then, for each such set of parameters we randomly generated 1000 probabilities \( p_{\text{str}, \text{train}}, p_{\text{str}}, p(j|i) \) to obtain 1000 7-tuples \( \{ c, \lambda, n_{\text{test}}, n_{\text{u}}, p_{\text{str}, \text{train}}, p_{\text{str}}, p(j|i) \} \). To examine a large range of possible choices we used the following random generators (by \( \text{rand} \) we denote a uniform random number from \([0,1]\)):

(a) \( p_{\text{str}, \text{train}} = r_{\text{str}}/\sum r_{\text{str}} \), where \( r_{\text{str}} = \text{rand} + 0.05 \);

(b) \( p_{\text{str}} = r_{\text{str}}/\sum r_{\text{str}} \), where \( r_{\text{str}} = \text{rand} + 0.05 \);

(c) \( p(j|i) = r_{i,j}/\sum r_{i,j} \), where \( r_{i,j} = \text{rand} + \delta_{i,j} \). The reason for adding 0.05 in (a) and (b) was to avoid examination of extremely rare classes in training or in unlabeled data, while adding Kronecker’s delta promoted higher probabilities at \( i = j \) which is behavior expected of any classifier.

In our methodology for bootstrap validation, starting from a given 7-tuple \( \{ c, \lambda, n_{\text{test}}, n_{\text{u}}, p_{\text{str}, \text{train}}, p_{\text{str}}, p(j|i) \} \), we use \( \{ n_{\text{test}}, p_{\text{str}, \text{train}}, p(j|i) \} \) to randomly generate a realization \( \hat{p}(j|i) \), and \( \{ n_{\text{u}}, p_{\text{str}}, p(j|i) \} \) to randomly generate a realization \( \hat{q}_{j} \) by the procedure described in Table 2. Therefore, for the each given 7-tuple we generate a pair \( \{ \hat{p}(j|i), \hat{q}_{j} \} \). Then, from \( \{ \hat{p}(j|i), \hat{q}_{j} \} \) we generate 500 bootstrap replicates of \( \hat{p}(j|i) \) and \( \hat{q}_{j} \), and apply (3) to calculate 500 bootstrap replicates \( p_{i}^{*} \). Using 500 replicates \( p_{i}^{*} \) we calculate 90% confidence intervals for bootstrap estimates of \( p_{i} \), and measure if all actual values \( p_{i}, i = 1, ..., c \), belong to the estimated confidence intervals. If the proposed bootstrap algorithm is well designed, in about 90% of experiments the true values of \( p_{i} \) will belong to the estimated 90% confidence intervals.

In Table 4, for 16 different sets of parameters \( \{ c, \lambda, n_{\text{test}}, n_{\text{u}} \} \), we report \( B^{90} \) values showing the fractions of the 1000 90% confidence intervals that contained the true \( p_{i} \) values. As could be seen, \( B^{90} \) values were between 0.83-0.92 in different experiments, they were slightly larger for \( \lambda = 1 \), and did not depend much on the choice of data size and the number of classes. Slightly lower \( B^{90} \) means that the estimated confidence intervals for the proposed bootstrap method are slightly shorter than their true value, but the difference is small enough to conclude that the evaluated bootstrap method gives satisfactory estimates. We also report the average number of bootstrap iterations \( \text{total}_b \) needed to obtain 500 feasible bootstrap replicates of \( p_{i} \). As seen, for \( c = 5 \) and \( n_{\text{test}} = 250 \), the number of infeasible solutions was very large. In other cases \( \text{total}_b \) was acceptably small.
Table 4. For each of 16 tuples \( \{c, \lambda, n_{\text{test}}, n_{U}\} \), 1000 7-tuples \( \{c, \lambda, n_{\text{test}}, n_{U}, p_{i,\text{train}}, p_{i,\text{test}}, p[j|i]\} \) were generated and for each of them 500 bootstrap replicates of \( p_{i} \) were calculated. The fraction of the 90% confidence interval that contained the true \( p_{i} \) values is denoted as \( B_{90} \).

<table>
<thead>
<tr>
<th>Classes</th>
<th>( \lambda )</th>
<th>( n_{\text{test}} )</th>
<th>( n_{U} )</th>
<th>( \text{total} _b )</th>
<th>( B_{90} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0</td>
<td>100</td>
<td>100</td>
<td>657</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>1000</td>
<td>526</td>
<td>0.84</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>1000</td>
<td>510</td>
<td>0.83</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>100</td>
<td>100</td>
<td>638</td>
<td>0.89</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>1000</td>
<td>579</td>
<td>0.86</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>1000</td>
<td>527</td>
<td>0.86</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1000</td>
<td>1000</td>
<td>507</td>
<td>0.85</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>250</td>
<td>250</td>
<td>2240</td>
<td>0.87</td>
<td></td>
</tr>
<tr>
<td></td>
<td>250</td>
<td>5000</td>
<td>2110</td>
<td>0.85</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5000</td>
<td>250</td>
<td>976</td>
<td>0.84</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5000</td>
<td>5000</td>
<td>621</td>
<td>0.85</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>250</td>
<td>250</td>
<td>2210</td>
<td>0.87</td>
<td></td>
</tr>
<tr>
<td></td>
<td>250</td>
<td>5000</td>
<td>2070</td>
<td>0.92</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5000</td>
<td>250</td>
<td>936</td>
<td>0.87</td>
<td></td>
</tr>
<tr>
<td></td>
<td>5000</td>
<td>5000</td>
<td>612</td>
<td>0.84</td>
<td></td>
</tr>
</tbody>
</table>

4.2. Experiments on Waveform Data Set

As proposed by Breiman [2] we generated waveform data sets with arbitrary number of examples with 21 continuous attributes from each of the 3 classes, where each class represents a certain combination of 2 "base" waves chosen from the 3 available “base” waves. The concept to be learned is highly nonlinear and noisy and its Bayes error is known to be 13.2% [2] if all 3 classes have the same probability in training and in test data. The fact that we were able to generate an arbitrary number of examples allowed us to perform a range of experiments with different data sizes and different class probabilities.

In the performed experiments we first defined a set of two parameters \( \{n_{\text{test}}, p\} \), where elements of \( p \) represented the class probabilities on the unlabeled data. We assumed that the class probabilities on labeled data were the same, \( p_{i,\text{train}} = 1/3 \). For simplicity, we also assumed a labeled data set is composed of separate training set \( S_{\text{train}} \) and test set \( S_{\text{test}} \) with the same numbers of examples \( n_{\text{test}} \). We could as well decided to apply a more data-efficient cross-validation approach by using \( S_{\text{train}} \) both for training and test, but the choice of the separate test set allowed us to perform a larger set of experiments.

Based on the given values \( \{n_{\text{test}}, p\} \) we first generated balanced sets \( S_{\text{train}} \) and \( S_{\text{test}} \) with the same number of examples \( n_{\text{test}} \). Then, we generated \( n_{U} = n_{\text{test}} \) (again, for convenience) examples according to class probabilities \( p \). Note that the exact fractions of classes within \( S_{U} \) can be considered as random numbers from \( \text{Mult}(n_{U}, p)/n_{U} \) distribution. We also generated another large data set \( S_{\text{large}} \) with 30,000 examples from each of the 3 classes to be able to precisely measure the accuracy of each constructed classifier.
All combinations \( \{n_{test}, p\} \) used in our experiments are shown in Table 5. For each combination \( \{n_{test}, p\} \) we performed 30 experiments using neural networks with 21 inputs, 5 hidden nodes and 3 sigmoid outputs, trained by resilient backpropagation algorithm [10] on \( S_{train} \). Then, we tested neural network performance on \( S_{test} \) to estimate matrix \( P \) with elements \( p(j|i) \), and on \( S_u \) to estimate vector \( q \) with elements \( q_j \). Then, we applied the proposed bootstrap method with 200 iterations to estimate vector \( p \) with elements \( p_i \).

In Table 5 we report the average bootstrap estimate \( E_p \) and +/- one standard deviation over 30 experiments and, in the parentheses, the average length of 90% confidence intervals of \( p_i \) over 30 experiments. We also report on the average accuracy +/- one standard deviation of the original neural classifier, of the adjusted neural network using (5), and of the neural network retrained according to estimated class probabilities of unlabeled data. We were able to use (5) since described neural networks were trained to approximate posterior class probabilities \( p(i|x) \). Note that all accuracies were measured on \( S_{large} \) by accounting for the true class probabilities of the unlabeled data \( p \).

Table 5. Accuracy and class probability estimates over different combinations \( \{n_{test}, p\} \)

<table>
<thead>
<tr>
<th>p</th>
<th>n_{test}</th>
<th>Bootstrap estimates of class frequencies on unlabeled data [%]</th>
<th>Accuracy [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Class1</td>
<td>Class2</td>
</tr>
<tr>
<td>1, 1, 1</td>
<td>500</td>
<td>34±3 (12)</td>
<td>33±3 (11)</td>
</tr>
<tr>
<td>3, 3, 3</td>
<td>2000</td>
<td>33±2 (6)</td>
<td>34±2 (5)</td>
</tr>
<tr>
<td>1, 1, 1</td>
<td>500</td>
<td>49±4 (13)</td>
<td>33±3 (11)</td>
</tr>
<tr>
<td>2, 3, 3</td>
<td>2000</td>
<td>49±2 (6)</td>
<td>34±2 (6)</td>
</tr>
<tr>
<td>2, 1, 1</td>
<td>500</td>
<td>66±5 (14)</td>
<td>17±3 (11)</td>
</tr>
<tr>
<td>3, 3, 6</td>
<td>2000</td>
<td>67±2 (7)</td>
<td>17±3 (5)</td>
</tr>
<tr>
<td>3, 1, 1</td>
<td>500</td>
<td>75±4 (15)</td>
<td>17±4 (12)</td>
</tr>
<tr>
<td>4, 6, 12</td>
<td>1000</td>
<td>75±3 (10)</td>
<td>17±2 (8)</td>
</tr>
<tr>
<td>2, 1, 1</td>
<td>2000</td>
<td>75±2 (7)</td>
<td>17±1 (5)</td>
</tr>
<tr>
<td>3, 1, 1</td>
<td>500</td>
<td>75±1 (4)</td>
<td>17±1 (3)</td>
</tr>
</tbody>
</table>

As expected, for \( p = [1/3,1/3,1/3] \) an original neural network had the highest accuracy for \( n_{test} = 500 \), while for \( n_{test} = 2000 \) all 3 strategies gave similar accuracy. For small data sets the estimates of \( p \) can be slightly off which can cause slight decrease in the accuracy of adjusted classifier. If another classifier is trained on resampled data using inaccurate estimate of \( p \) this difference can be even higher. For other 3 examined vectors \( p \) \( ([1/2,1/3,1/6], [2/3,1/3,1/6], [3/4,1/6,1/12]) \) adjusted classifiers and retrained classifiers were clear winners over original classifiers. Also, for large data sets retrained classifiers were superior to adjusted ones, while adjusted classifiers were better with smaller samples. Observe also that the classification accuracy was increasing with the size of the data sets for all 3 scenarios (Original, Adjusted, and Retrain). Looking at the estimated class probabilities of \( p \) expressed as 100p %, it can be seen that these estimates were consistent with the true class probability on unlabeled data, while the confidence intervals of these estimates decreased as the data size increased.
5 Conclusions

If class distribution on labeled data is different from that of unlabeled data, a classifier trained on labeled data can cause wrong inference and produce sub-optimal classification on unlabeled data. In this paper we proposed a bootstrap algorithm to estimate class probabilities of unlabeled data and used these estimates to improve classification on unlabeled data. It was shown experimentally that this approach can be successfully applied to improve classifiers trained on data with biased class distribution. It is worth noting that the proposed bootstrap methodology alone could be very useful in estimating the confidence intervals for class probabilities in important real-life problems such as determining the commonness of protein disorder in nature.

Although bootstraping is known as a computer intensive methodology, it is computationally fairly cheap in the framework of classification. The proposed algorithm uses an existing classifier and the estimate of its accuracy that should both be products of a standard process of classifier construction. The proposed bootstrap algorithm requires only an additional pass through unlabeled data to estimate the probability of predicting each of the classes. Based on these estimates, the bootstrap estimation of the true class probabilities on unlabeled data could be done in seconds regardless of the sizes of labeled and unlabeled data. Even when retraining a classifier to improve the prediction accuracy, the overall computational effort is just twice more costly as compared to training a single classifier.

However, it should be remembered that the proposed methodology is applicable only to the sampling bias in class distribution. Therefore, some theoretical or empirical evidence about sampling bias in labeled and unlabeled data should validate the methodology application. The goal of our work in progress is to derive statistical tests that could determine: (i) if class distribution is biased, and (ii) if there are other types of sampling bias in data. If such tests were derived, the proposed methodology could become a standard off-the-shelf procedure for machine learning and knowledge discovery.
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Abstract. Conventional work on scientific discovery such as BACON derives empirical law equations from experimental data. In recent years, SDS introducing mathematical admissibility constraints has been proposed to discover first principle based law equations, and it has been further extended to discover law equations from passively observed data. Furthermore, SSF has been proposed to discover the structure of a simultaneous equation model representing an objective process through experiments. In this paper, SSF is extended to discover the structure of a simultaneous equation model from passively observed data, and is combined with the extended SDS to discover a quantitative simultaneous equation model reflecting the first principle.

1 Introduction

Langley and others’ BACON is the most well known pioneering work to discover a complete equation representing scientific laws governing an objective process under experimental observations. FAHRENHEIT, ABACUS, etc. are the successors of BACON that use basically similar algorithms. However, a drawback of the BACON family, that is their low likelihood to discover the equations representing the first principle underlying the objective process, is reported. To alleviate the drawback, some systems, e.g., ABACUS and COPER, utilize the information of the unit dimensions of quantities to prune the meaningless terms. However, many of these conventional scientific equation discovery systems have the following limitations.

(1) The information of the unit dimension of each quantity in the data is needed to discover the first principle based equation.
(2) The data must be acquired under “active observations” where the values of some quantities representing the objective process are observed for various process states by controlling the values of the other relevant quantities.
(3) A complex equation model, especially a “simultaneous equation model”, to represent the process consisting of multiple mechanisms is hardly discovered due to the complexity of the search space.
To alleviate the first limitation, a law equation discovery system named SDS based on the mathematical constraints of “scale-type” and “identity” is proposed for the active observations [10]. Since the knowledge of scale-types of quantities is widely obtained in various domains, SDS is applicable to non-physics domains. The equations discovered by SDS are highly likely to represent the first principle underlying the objective process. To address the second limitation, SDS has been further extended by introducing a novel principle named “quasi-bi-variate fitting” [12] for the application to the “passive observations” where the quantities of the objective process can only be partially or even hardly controlled. Moreover, to overcome the third limitation, a simultaneous structure finding system named SSF has been proposed to discover a valid simultaneous equation structure under the active observations [11]. SSF identifies the number of equations needed to represent the objective process, and further identifies the sets of quantities to appear in the respective equations of the model while excluding quantities irrelevant to the equations. The combination of SDS and SSF enables the discovery of the first principle based simultaneous equation model for the objective process under active observations.

One of the important unexplored studies of the scientific law equation discovery is to propose a practical framework to discover a simultaneous equation model reflecting the first principles from passively observed data. This study tries to address all aforementioned limitations at once. If SSF can be extended to be applicable to the passively observed data, the second and the third limitations in the discovery of the structure of the simultaneous equation model are removed. Once the sets of quantities appearing in respective equations are derived, the aforementioned extended SDS which addresses the first and the second limitations is applicable to figure out the equation formula governing each quantity set. Accordingly, the extension of the applicability of SSF to the passive observations is the main issue in this study. The objectives of this paper are (i) to propose a practical principle to discover the first principle based simultaneous equation structure from passively observed data, (ii) to provide an algorithm of the “extended SSF” based on the principle, (iii) to evaluate the basic performance of the combination of the extended SSF and the extended SDS through simulations and (iv) to demonstrate its practicality through a real application.

The main technical contribution of this study is to propose a principle named “quasi-experiment on dependency” which checks the dependency among quantities in the passively observed data without performing actual experiment. The quasi-experiment probes the influence propagation from a quantity to some other quantities while virtually fixing the values of some extra quantities by a data sampling technique. The repetitions of this probing figure out the entire dependency structure among quantities in form of a simultaneous equation model. The quasi-experiment on dependency is different from the quasi-bi-variate fitting used in the extended SDS since the latter assumes that the quantities under consideration are governed by a complete equation, and focuses only on the binary relation between every pair of quantities. The approach to combine the extended SSF and the extended SDS requires three assumptions, which are
allowable in many practical applications. One is that the scale-types of all observed quantities are known. The scale-types of the measurement quantities are widely known based on the measurement theory \[10\]. The second assumption is that the observed data are uniformly distributed over the possible states of the objective system \[12\]. The lack of the uniform distribution of the data over a certain value range of a quantity implies the low observability of the quantity \[7\]. Any approaches such as the linear system identification and the neural network do not derive valid models under low observability. This limitation is generic, and further discussion on this issue is out of scope of this paper. The third assumption is that the simultaneous equation model under consideration is not over-constrained where the number of the equation is not more than the number of quantities in the model. This assumption always holds for the models in scientific and engineering domains, since the over-constrained state does not exist in any real world process.

## 2 Structure of a Simultaneous Equation Model

The principle to discover the simultaneous equation structure from passively observed data is based on some fundamental and generic characteristics of simultaneous equation models presented in the past work \[11\]. These characteristics are briefly explained through an example electric circuit depicted in Fig. \[1\]. This can be represented by the following simultaneous equation model.

\[
V_1 = I_1 R_1 \#1, \quad V_2 = I_2 R_2 \#2, \quad V_c = V_1 \#3 \quad \text{and} \quad V_c = V_2 \#4, \tag{1}
\]

where \( R_1, R_2 \): two resistances, \( V_1, V_2 \): voltage differences across resistances, \( I_1, I_2 \): electric current going through resistances and \( V_c \): voltage of a battery. We consider a thought experiment to externally control some values of the quantities in this model. For example, the quantities \( R_1 \) and \( V_c \) can be externally controlled by the specification of the resistance and the battery. If we specify these values in Eq. \(1\), the values of the other quantities, \( V_1, V_2 \) and \( I_1 \), that are involved in the first, the third and the forth equations, \( \#1, \#3 \) and \( \#4 \), are determined since the number of the quantities which are not externally specified is equal to the number of the equations. But, this external control does not determine the values of \( R_2 \) and \( I_2 \) through the equation \( \#2 \). Thus, the equation set \{\#1, \#3, \#4\} is considered to represent a mechanism which determines the state of a part of
the objective process. We introduce the following definition to characterize this mechanism in the simultaneous equation model.

**Definition 1 (complete subset)** Given a set of equations, $E$, let the set of all quantities be $Q$ appearing in the equations in $E$. Given a quantity set $RQ (\subset Q)$ for external specification, when the values of all quantities in $NQ = CQ - RQ$ are determined where $CQ (RQ \subset CQ \subset Q)$ is a set of all quantities appearing in a set of equations $CE(\subseteq E)$, $CE$ is called a “complete subset”. The cardinality $|CE| = |NQ|$ is called the “order” of the complete subset.

The equation set $\{#1, #3, #4\}$ is a complete subset of the order 3. Under any external control of two quantities among $R_1, V_e, V_1, V_2$ and $I_1, \{#1, #3, #4\}$ always determines the values of the remained three quantities. Thus, the complete subset is “invariant” for the selection of the externally controlled quantities.

The complete subset gives an important foundation to discover the structure of the simultaneous equation model which appropriately reflects the dependency embedded in the observation of quantities. For example, the circuit in Fig. 1 can be represented by the following different simultaneous equation formula.

$$I_1R_1 = I_2R_2 \#1', V_2 = I_2R_2 \#2, V_e = V_1 \#3 \text{ and } V_e = V_2 \#4.$$ (2)

If the same specification on $V_e$ and $R_1$ is made in Eq.(2), a different complete subset $\{#3, #4\}$ is obtained, and any complete subset to determine the value of $I_1$ does not exist since the equation $\#1'$ cannot determine the value of $I_1$ without the constraint of $\#2$. $\#1'$ and $\#2$ that include the undetermined quantities $R_2$ do not satisfy Definition 1. In the real observation on the electric circuit, the value of $I_1$ is physically determined, and this fact contradicts the consequence derived by the analysis on Eq.(2). In contrast, the model of Eq.(1) always gives correct answers on the determination of quantities for any external specifications of quantities. The model having the complete subsets which are isomorphic with the actual dependency among quantities is named a “structural form”.

Conversely, if we identify all complete subsets from the observation of quantities in the objective process, and compose a simultaneous equation model consisting of these complete subsets, the model is ensured to be the structural form. The following theorem provides a basis for the composition.

**Theorem 1 (modular lattice theorem)** Given a model of an objective process consisting of equations $E$, the set of all complete subsets of the model, i.e., $L = \{\forall CE_i \subseteq E\}$, forms a modular lattice of the sets for the order of the complete subsets, i.e., $\forall CE_i, CE_j \in L, CE_i \cup CE_j \in L, CE_i \cap CE_j \in L$ and $n(CE_i \cup CE_j) = n(CE_i) + n(CE_j) - n(CE_i \cap CE_j)$ where $n$ is the order of a given complete subset.

For instance, the following four complete subsets having the modular lattice structure can be found in the example of Eq.(1).

$$\{#3, #4\}(n = 2), \{#1, #3, #4\}(n = 3), \{#2, #3, #4\}(n = 3), \{#1, #2, #3, #4\}(n = 4).$$ (3)
Because the complete subsets of an objective process mutually overlap in the modular lattice, the redundant overlaps must be removed in the model composition by introducing the following definition of independent component.

**Definition 2 (independent component of a complete subset)** The independent component $\text{DE}_i$ of the complete subset $\text{CE}_i$ is defined as

$$\text{DE}_i = \text{CE}_i - \bigcup_{\forall \text{CE}_j \subset \text{CE}_i \text{ and } \text{CE}_j \in L} \text{CE}_j,$$

where $L$ is the set of all complete subsets of the model. The set of essential quantities $\text{DQ}_i$ of $\text{CE}_i$, which do not belong to any other complete subsets but are involved only in $\text{CE}_i$ is also defined as

$$\text{DQ}_i = \text{CQ}_i - \bigcup_{\forall \text{CE}_j \subset \text{CE}_i \text{ and } \text{CE}_j \in L} \text{CQ}_j,$$

where $\text{CQ}_i$ is the set of all quantities in $\text{CE}_i$. The order $\delta n_i$ and the freedom $\delta m_i$ of $\text{DE}_i$ are defined as

$$\delta n_i = |\text{DE}_i| \text{ and } \delta m_i = |\text{DQ}_i| - |\text{DE}_i|.$$ 

For instance, the following independent components can be found for Eq. (1).

$$\begin{align*}
\text{DE}_1 &= \{\#3, \#4\} - \phi = \{\#3, \#4\}, \quad \delta n_1 = 2 - 0 = 2, \\
\text{DE}_2 &= \{\#1, \#3, \#4\} - \{\#3, \#4\} = \{\#1\}, \quad \delta n_2 = 3 - 2 = 1, \\
\text{DE}_3 &= \{\#2, \#3, \#4\} - \{\#3, \#4\} = \{\#2\}, \quad \delta n_3 = 3 - 2 = 1.
\end{align*}$$

(4)

Because the independent components do not overlap, their collection represents the structure of the simultaneous equation model.

However, the issue on the ambiguity of the representation of the structural form still remains. For example, the set of equations $\{V_1 = I_1 R_1 \#1, V_e = V_1 \#3, V_e = V_2 \#4\}$ in Eq. (1) which is a complete subset of order 3 can be transformed by the linear transformation as follows.

$$\begin{align*}
2V_e + V_1 + V_2 &= 4I_1 R_1 \#1, \\
2V_e &= 2V_1 - V_2 + I_1 R_1 \#3, \\
3V_e &= -V_1 + 2V_2 + 2I_1 R_1 \#4.
\end{align*}$$

(5)

This transformation preserves the complete subset, and the model remains as a structural form. This ambiguity of the equation representation in a complete subset can cause combinatorial explosion in the enumeration of the structural forms. As indicated in the above example, if the set of all quantities, $\text{CQ}$, appearing in a complete subset $\text{CE}$ is preserved through some transformation maintaining quantitative equivalence, the complete subset is also preserved [11]. Accordingly, only the following formulae of a complete subset is focused in the search.

**Definition 3 (canonical form of a complete subset)** Given a complete subset $\text{CE}$, the “canonical form” of $\text{CE}$ is the form where all quantities in $\text{CQ}$ appears in each equation in $\text{CE}$.
An example of the canonical form is Eq. (5). Based on this definition, the structural canonical form of a simultaneous equation model is further defined.

**Definition 4 (structural canonical form of simultaneous equations)**
The “canonical form” of a simultaneous equation consists of the equations in \[ \bigcup_{i=1}^{b} DE_i \] where each equation in \( DE_i \) is represented by the canonical form in the complete subset \( CE_i \), and \( b \) is the total number of \( DE_i \). If the canonical form of a simultaneous equation is derived to be a “structural form”, then the form is named “structural canonical form”.

The structural form of Eq. (1) is shown as follows.

\[
DE_1 = \{ f_{11}(V_e, V_1, V_2) = 0 \ #3, \ f_{12}(V_e, V_1, V_2) = 0 \ #4 \},
\]
\[
DE_2 = \{ f_{2}(V_e, V_1, V_2, I_1) = 0 \ #1 \}, \ DE_3 = \{ f_{3}(V_e, V_1, V_2, I_2, R_2) = 0 \ #2 \}, \ (6)
\]

where \( f(\bullet) = 0 \) is an arbitrary formula to represent a quantitative relation. Because Eq. (1) is a structural form, Eq. (6) is the structural canonical form.

### 3 Principle and Algorithm

#### 3.1 Quasi-Experiment on Dependency

If actual experiments are applicable, the algorithm of SSF can search the complete subsets in which quantities are mutually constrained through the control to fix the values of the other quantities. However, when only the passively observed data are available, a novel principle, “quasi-experiment on dependency,” proposed in this study is needed to enable virtual experiments under the aforementioned assumption that the observed data are uniformly distributed over the possible states of the objective process. Given a set of quantities representing the objective process, \( Q = \{ q_1, ..., q_w \} \), and the set of their passively observed data, \( OBS = \{ X_1, ..., X_t \} \) where \( X_i \) is the \( i \)-th observation of \( Q \), we consider to virtually control each quantity \( q_k \) in a subset \( Q_c \). As depicted in Fig. 2, a datum \( X_g(\in OBS) \) is chosen, and the data of \( OBS \) involved in the vicinity of \( X_g \) in the subspace defined by \( Q_c \) are sampled as \( OBS_{cg} \). The vicinity is defined as follows for every \( q_k(\in Q_c) \).

\[
\Delta q_k = |q_k - q_{kg}| < \epsilon_k, \quad (7)
\]

where \( \epsilon_k \) is a parameter to define the size of the vicinity. \( \epsilon_k \) is determined as 5% of the total value range of \( q_k \) upon an extensive parameter survey in this paper. This vicinity is shown as a rectangular parallelepiped in Fig. 2(a). This operation is called “quasi-control” and \( Q_c \) “quasi-controlled quantity set”.

Furthermore, for a quantity \( q_m \) in \( Q - Q_c \), the following correlation coefficient between \( q_m \) and each \( q_d(\in Q - Q_c - \{ q_m \} \) is calculated within the data of \( OBS_{cg} \).

\[
r_{md} = \frac{S_{md}}{\sqrt{S_{mm}S_{dd}}}, \quad (8)
\]
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where

\[
S_{md} = \sum_{OBS_{cg}} q_m q_d - \left( \sum_{OBS_{cg}} q_m \sum_{OBS_{cg}} q_d \right) / |OBS_{cg}|,
\]

\[
S_{mm} = \sum_{OBS_{cg}} q_m^2 - \left( \sum_{OBS_{cg}} q_m \right)^2 / |OBS_{cg}|, \quad S_{dd} = \sum_{OBS_{cg}} q_d^2 - \left( \sum_{OBS_{cg}} q_d \right)^2 / |OBS_{cg}|.
\]

If \( r_{md} \) shows significant correlation as depicted in Fig. 2 (b), \( q_m \) and \( q_d \) may be mutually constrained under the quasi-control of \( Q_c \) in the equation structure embedded in the given data. This process is considered to virtually manipulate the value of \( q_m \) by using the scatter of \( q_m \)'s values in \( OBS_{cg} \) and to check if the value of \( q_d \) is determined. The operation on \( q_m \) is called "quasi-manipulation" and \( q_m \) "quasi-manipulated quantity". The determination of \( q_d \) is called "quasi-determination" and \( q_d \) "quasi-determined quantity".

The significance of \( r_{md} \) must be tested by the following index and criterion based on the one-sided interval of \( t \)-distribution, \( t(|OBS_{cg}| - 2, \alpha) \), under the freedom \(|OBS_{cg}| - 2 \) and a significance level \( \alpha (= 0.05) \),

\[
r(|OBS_{cg}| - 2, \alpha) = \frac{t(|OBS_{cg}| - 2, \alpha)}{\sqrt{|OBS_{cg}| - 2 + (t(|OBS_{cg}| - 2, \alpha))^2}},
\]

\[
|r_{md}| \geq r(|OBS_{cg}| - 2, \alpha) \Rightarrow r_{md} \text{ is significant.} \tag{9}
\]

The test may fail when the relation between \( q_m \) and \( q_d \) has strong non-monotonicity. However, this possibility is not very problematic, since the first principle law equations do not contain very strong nonlinearity in most of cases \[6,10\]. Furthermore, this test is repeated for multiple \( OBS_{cg} \)'s defined by \( p \) different \( X_g \)'s to confirm the stability of the \( t \)-test consequences. \( p \) is set to be 10 in this work which is sufficient to check the stability. Let \( s \) be the number of the test satisfying the condition Eq. (9). Because \( s \) follows the binomial distribution \( B(p, 1 - \alpha) \), the following condition should be met, if \( q_m \) and \( q_d \) is mutually constrained.

\[
s / p \geq (1 - \alpha) - 2 \sqrt{\alpha(1 - \alpha) / p} (\approx 0.8). \tag{10}
\]

The principle of the quasi-experiment on dependency seems similar to the quasi-bi-variate test of the extended SDS. However, the latter assumes that
(S1) Let \( Q = \{ q_k | k = 1, \ldots, w \} \) be a set of quantities to appear in the model of an objective process, and let \( OBS \) be a given data set for \( Q \). Set \( DEQ = \emptyset, \; DQ = \emptyset, \; N = \emptyset, \; M = \emptyset, \; h = 1 \) and \( i = 1 \).

(S2) Choose \( C_j \subseteq DQ_j \) in \( DQ \) for some \( DQ_j \) and also \( C_q \subseteq Q \), and take their union \( C_{hi} = \ldots \cup C_j \cup \ldots \cup C_q \), while maintaining \( |C_j| \leq m_j \) and \( |C_{hi}| = h \). For every \( q_m \in C_{hi}, m = 1, \ldots, |C_{hi}| \), let \( Q_c = C_{hi} - \{ q_m \} \), and apply quasi-experiment on dependency under the quasi-controlled quantity set \( Q_c \), quasi-manipulated quantity \( q_m \) and \( OBS \). If \( q_d (\in Q - C_{hi}) \) has significant correlation with any \( q_m \), \( q_d \) is quasi-determined.

(S3) Let a set of all quantities which are quasi-determined be \( DQ_{hi} \subseteq (Q - C_{hi}) \). Set \( DEQ_{hi} = C_{hi} + D_{hi}, \; DQ_{hi} = DEQ_{hi} - \cup_{i \neq j} DEQ_{hi}, \; \delta n_{hi} = |D_{hi}| - DEQ_{hi}, \) and \( \delta m_{hi} = |D_{hi}| - DEQ_{hi} \).

\[
\sum_{i \neq j} \delta n_{hi}, \quad \text{and} \quad \delta m_{hi} = |D_{hi}| - \delta n_{hi}.
\]

If \( \delta n_{hi} > 0 \), then add \( DEQ_{hi} \) to the list \( DEQ, \; DQ_{hi} \) to the list \( DQ, \; \delta n_{hi} \) to the list \( N, \; \delta m_{hi} \) to the list \( M \) and \( Q = Q - D_{hi} \).

(S4) If all quantities are quasi-determined, i.e., \( D_{hi} = Q - C_{hi} \), then go to (S5), else if any more \( C_{hi} \) where \( |C_{hi}| = h \) does not exist, \( h = h + 1, i = 1 \) and go to (S2), else \( i = i + 1 \) and go to (S2).

(S5) The contents of the lists \( DEQ, \; DQ, \; N \) and \( M \) represent the sets of quantities involved in independent components, the sets of essential quantities of independent components, their orders and their degrees of freedom respectively. SCF is a list of all \( f_{jr}(q_k \in DEQ_j) = 0 \) \( (r = 1, \ldots, J) \) for every \( DEQ_j (\in DEQ) \) and its order \( \delta n_j (\in N) \).

![Fig. 3. Algorithm for structural canonical form](image)

the set of quantities \( Q = \{ q_1, \ldots, q_w \} \) are governed by a complete equation \( f(q_1, \ldots, q_w) = 0 \), and searches feasible binary quantitative relations on some pairs of quantities \( \{ q_i, q_j \} \in Q \) while quasi-controlling the rest of the quantities, i.e., \( Q_c = Q - \{ q_i, q_j \} \), for each pair. On the other hand, the quasi-experiment on dependency searches a simultaneous equation structure not limiting to a complete equation. The quasi-controlled quantity set \( Q_c \) can be an arbitrary subset of \( Q \) not limiting to \( Q - \{ q_i, q_j \} \), and multiple pairs of quantities \( \{ q_m, q_d \} \in Q - Q_c \) can be found under the unique \( Q_c \).

3.2 Algorithm for Structural Canonical Form

Based on the theory described in section 2 and the quasi-experiment on dependency in subsection 3.1, we propose a novel algorithm shown in Fig. 3 to discover the structure of a simultaneous equation from passively observed data. The notations in Fig. 3 follows Definition 2. It takes a list of quantities \( Q \) and their observed data \( OBS \), and outputs the structural canonical form SCF. Starting from the small set \( C_{hi} \) which is a union of \( Q_c \) and \( \{ q_m \}, q_d \) for the \( q_m \) is searched. Though the quasi-experiment on dependency for a \( q_m \) can derive all elements of \( D_{hi} \) in principle, the experiment is repeated while selecting every quantity in \( C_{hi} \) as \( q_m \). This is because some quantity \( q_m \) may not have enough sensitivity to change the value of its \( q_d \), and does not show the significant correlation even if they are mutually constrained. The resultant \( D_{hi} \) together with \( C_{hi} = Q_c + \{ q_m \} \) forms a set \( DEQ_{hi} \) of quantities belonging to the independent component of a complete subset. Then its set of the essential quantities \( DQ_{hi} \), its order \( \delta n_{hi} \) and its freedom \( \delta m_{hi} \) are derived. Based on the modular lattice structure of a simultaneous equation, the \( |C_{hi}|(= h) \) quantities for quasi-control and quasi-manipulation are taken from the union of \( \delta m_j \) quantities in
each independent component $DQ_j$ and the quantities not included in any independent components. The constraint of $DQ_j$ does not miss any complete subset in the search due to the monotonic lattice structure among complete subsets. By repeating this procedure, all independent components are found and stored in the list $DEQ$. Though the complexity of this algorithm is non-polynomial in the worst case, the search space is significantly reduced by $DQ_j$. At the final step, the formulae where each indicates the quantities to appear in an equation included in the structural canonical form are listed in $SCF$.

The law discovery systems such as the extended SDS \cite{12} for passively observed data cannot directly accept $SCF$. The values of the quantities within an independent component are simultaneously constrained in the order $\delta n_i$, and the constraints disable the quasi-bi-variate fitting, if the order $\delta n_i$ is larger than one. To remove this difficulty, the $(\delta n_i - 1)$ quantities are eliminated by the substitution of the other $(\delta n_i - 1)$ equations within the independent component, and the “maximally eliminated structural canonical form” $MESCF$ is derived. The algorithm to obtain $MESCF$ has already been reported \cite{11}. Using the resultant $MESCF$, the extended SDS determines the quantitative formula of each equation reflecting the first principle underlying the objective process.

4 Performance Evaluation

The extended SSF has been developed and combined with the extended SDS on a numerical processing shell named MATLAB in a PC of PentiumIII 666MHz and 128MB RAM. The performance has been evaluated through the following artificial examples for certain combinations of data sizes and noise levels.

1) Two parallel resistances and a battery: This has been explained in Fig. 1. Its model consists of 4 equations and 7 quantities as shown in Eq. (1).

2) Two parallel resistances and a battery: The objective process is identical with the first example except that an extra equation $R_1 = R_2$ is added. Its model consists of 5 equations and 7 quantities.

3) Heat transfer at walls of holes: A large solid material having two vertical holes is considered. Gas goes into these holes, and condenses to its liquid phase by providing its heat energy to the walls while flowing in the holes. The heat transfer process is represented by the 8 equations involving 17 quantities.

4) A circuit of photometer: An electric circuit of photometer to measure the rate of increase of photo intensity within a certain time period is considered. It consists of 3 transistors, 3 resistance, 1 light CsD sensor, 1 capacitor and 1 current meter. This system is represented by 14 equations involving 22 quantities.

Table 1 is the summary of problem size, required computation time and error rate for each example for the given $OBS$ consisting of 1000 observed data which contain 5% Gaussian noise relative to the absolute value of each quantity in $Q$. $T_{ssf}$ is the time to derive the $MESCF$. $T_{sds}$ and $T_{av}$ are the total time and the average time per equation required by the extended SDS. $T_{ssf}$ shows strong dependency on the parameter $m$ and $n$, i.e., the size of the problem, since the algorithm to derive a structural canonical form requires non-polynomial time.
Table 1. Computation time and failure rate

<table>
<thead>
<tr>
<th>Ex.</th>
<th>m</th>
<th>n</th>
<th>av</th>
<th>$T_{ssf}$</th>
<th>$T_{sds}$</th>
<th>$T_{av}$</th>
<th>FR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1)</td>
<td>4</td>
<td>7</td>
<td>2.5</td>
<td>18</td>
<td>37</td>
<td>9</td>
<td>0.0</td>
</tr>
<tr>
<td>2)</td>
<td>5</td>
<td>7</td>
<td>2.4</td>
<td>15</td>
<td>46</td>
<td>9</td>
<td>0.0</td>
</tr>
<tr>
<td>3)</td>
<td>8</td>
<td>17</td>
<td>3.9</td>
<td>2,936</td>
<td>147</td>
<td>18</td>
<td>0.18</td>
</tr>
<tr>
<td>4)</td>
<td>14</td>
<td>22</td>
<td>2.6</td>
<td>13,992</td>
<td>142</td>
<td>10</td>
<td>0.16</td>
</tr>
</tbody>
</table>

$m, n$: numbers of equations and quantities, $av$: average number of quantities per equation, $T_{ssf}, T_{sds}$: CPU time (sec) required by the extended SSF and the extended SDS, $T_{av}$: average CPU time (sec) per equation required by the extended SDS, FR: failure rate in the discovery of correct simultaneous equation in 100 trials.

Table 2. Failure rate for noise levels

<table>
<thead>
<tr>
<th>Ex.</th>
<th>0%</th>
<th>5%</th>
<th>10%</th>
<th>20%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1)</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>2)</td>
<td>0.00</td>
<td>0.05</td>
<td>0.10</td>
<td>0.83</td>
</tr>
<tr>
<td>3)</td>
<td>0.13</td>
<td>0.18</td>
<td>0.23</td>
<td>1.00</td>
</tr>
<tr>
<td>4)</td>
<td>0.11</td>
<td>0.16</td>
<td>0.24</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table 3. Computation time and failure rate

<table>
<thead>
<tr>
<th>Data Num.</th>
<th>$T_{ssf}$</th>
<th>$T_{sds}$</th>
<th>FR</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>2,583</td>
<td>79</td>
<td>0.96</td>
</tr>
<tr>
<td>1000</td>
<td>2,936</td>
<td>147</td>
<td>0.18</td>
</tr>
<tr>
<td>10000</td>
<td>3,288</td>
<td>207</td>
<td>0.11</td>
</tr>
</tbody>
</table>

to the size. $T_{ssf}$ also moderately depends on $n - m$, because the large number of $n - m$ represents the high degree of freedom of the objective simultaneous equation model which exponentially increases the search space. $T_{sds}$ does not seem to vary strongly depend on the size of the problem. Because the extended SDS handles each equation independently in $MESCFS$, the required time is proportional to the number of equations in the model. The complexity of the extended SDS is known to be around $O(\text{av}^2)$ [12]. This is almost consistent with the relation between $T_{av}$ and $\text{av}$. Thus, $T_{sds}$ may vary approximately in $O(m \text{av}^2)$. Except the examples 1) and 2), we observed certain level of failure rates $FR$s in the discovery. Especially when $m$ and/or $\text{av}$ are large, the extended SSF tends to become erroneous. This is because the coupling of many quantities through the equations increases the dependency among the quantities in the observation data, and the required assumption that the observed data are uniformly distributed over the possible states of the objective process becomes no more valid.

Table 2 shows $FR$s of each example under 0% – 20% relative noise levels and OBS consisting of 1000 data. When the coupling of quantities is stronger, the larger $FR$ is observed. This tendency is significant in the difference of $FR$s between the examples 1) and 2). In the example 2), the coupling effect of the extra equation $R_1 = R_2$ significantly increases $FR$. In addition, the examples containing tight coupling show high sensitivity to the increase of the noise level. Table 3 shows the required computation time and the failure rates of the example
3) for $OBS$ of 100 – 10000 data and 5% relative noise level. $T_{ssf}$ and $T_{sds}$ seem to be almost $O(\log |OBS|)$. This is because only a limited number of the data sampled by Eq. (7) are used for the discovery even for the large amount of data. $FR$ shows the significant increase for small data size, because the statistical stability is not ensured. In short summary, the computational complexity of the extended SSF seems to be crucial for a very large-scale problem but not for the large data size. The upper limit of the noise contained in the data is considered to be 10% for the extended SSF. The performance of the combined use of the extended SSF and SDS seems to work well for numbers of engineering problems.

5 Application to Practical Problem

The proposed method has been applied to a real world problem to discover a simultaneous equation model consisting of generic law formulae governing the mental preference of people for social infrastructures based on their subjective impressions. We designed a questionnaire sheet to ask the subjective evaluation on the five infrastructures of aviation transport facilities, waste disposal facilities, nuclear power plants, automobile transport facilities and oil power plants from the viewpoints of affinity $q_1$, unsafety $q_2$, scale of facility $q_3$, frequency of daily contacts $q_4$, benefit $q_5$, availability of alternative measure $q_6$ and genetic influence $q_7$. The last viewpoint may be meaningful only for the infrastructures producing radio-active and/or chemical wastes, and may be evaluated as negligible for the others. The former four viewpoints are asked in form of pair wise comparisons, and the obtained categorical data are transformed to ratio scale quantities by using the constant-sum method which is widely used in the experimental psychology [9]. The latter three are asked in form of the choice from categorical degrees, and the data are transformed to interval scale quantities by following the method of successive categories which is also widely used [1]. We distributed this questionnaire sheet to 482 persons living in a district of a country where the aforementioned facilities are located within a certain distance, and all of the answer sheets have been collected back. Hence, $OBS = \{X_1, X_2, ..., X_{482}\}$ was obtained where $X_i = [q_{1i}, q_{2i}, ..., q_{7i}]$.

The extended SSF was applied to $OBS$, and the following structural canonical form $SCF$ and maximally eliminated structural form $MESCFS$ were obtained.

$$SCF = \{f_{11}(q_1, q_4, q_5, q_6) = 0, f_{12}(q_1, q_4, q_5, q_6) = 0, f_{13}(q_1, q_4, q_5, q_6) = 0,$$
$$f_{21}(q_2, q_3, q_7) = 0, f_{21}(q_2, q_3, q_7) = 0\}$$  \hspace{1cm} (11)$$

$$MESCFS = \{f'_{11}(q_1, q_6) = 0, f'_{12}(q_4, q_6) = 0, f'_{13}(q_5, q_6) = 0,$$
$$f'_{21}(q_2, q_7) = 0, f'_{21}(q_3, q_7) = 0\}$$  \hspace{1cm} (12)$$

Subsequently, the extended SDS was applied to $OBS$ based on $MESCFS$ and the scale-type information, and it derived the following model.

$$q_6 = -0.59 \log q_1 - 1.09, q_6 = 1.04 \log q_4 + 1.34, q_6 = 0.69q_5 + 0.57,$$
$$q_7 = -0.90 \log q_2 - 1.00, q_7 = -0.47 \log q_3 - 1.00.$$  \hspace{1cm} (13)
The statistical tests on the goodness of fitting [12] indicated the sufficient accuracy of this model. The former three equations relate affinity, frequency of daily contacts, benefit and availability of alternative measure, and can be interpreted to represent a psychological mechanism developing the affinity on a social facility based on its benefit and necessity in people’s daily life. The latter two relate unsafety, scale of facility and genetic influence. They seem to represent another psychological mechanism developing the sense of danger on a social facility.

6 Discussion and Conclusion

Dzeroski and Todorovski developed LAGRANGE which discovers simultaneous equation models from observed data [2]. However, the mathematical admissibility is not considered in the discovery process, and many redundant representations of simultaneous equations can be derived at an expense of high computational complexity. They recently extended it to LAGRAMGE which allows the user to explicitly define the space of possible equations [3]. But, it does not provide definitions to efficiently prune the search space within the admissible equation formulae. In contrast, COPER, which also discovers simultaneous equations, uses very strong mathematical constraints based on the unit dimensions to prune the meaningless terms [5]. However, it essentially requires the unit information which is not frequently obtained in non-physical domains. The major advantages of our proposing method in comparison with the past approaches are the efficiency of the equation search, the soundness of the discovery in terms of the first principle and the wide applicability not limited to the physical domain. These are achieved by introducing the criteria of generic mathematical admissibility.

In this paper, we proposed the principle and the algorithm of a practical method to discover the first principle based simultaneous equations from passively observed data. The satisfactory performance of the method has been confirmed through simulations. Moreover, its high practicality has been demonstrated through a real application in socio-psychology. The application of the proposed method to a real-world research project collaborated with socio-psychologists is currently underway.
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Abstract. We present a new rule learning algorithm named PLCG — a kind of ensemble learning method — that can find simple, robust partial theories (sets of classification rules) in complex data where neither high coverage nor high precision can be expected. The motivating application problem comes from an interdisciplinary research project that aims at discovering fundamental principles of expressive music performance from large amounts of complex real-world data (measurements of actual performances by concert pianists). It is shown that PLCG succeeds in finding some surprisingly simple and robust performance principles, some of which represent truly novel and musically meaningful discoveries. A more systematic experiment shows that PLCG learns significantly simpler theories than more direct approaches to rule learning, while striking a compromise between coverage and precision.

1 Introduction

The research described in the present paper is part of a large, long-term interdisciplinary research project situated at the intersection of the scientific disciplines of Musicology and AI [12]. The goal is to use intelligent data analysis methods to study the complex phenomenon of expressive music performance. We want to understand what great musicians do when they interpret and play a piece of music, and to what extent an artist’s musical choices are constrained or ‘explained’ by (a) the structure of the music, (b) common performance practices, and (c) cognitive aspects of music perception and comprehension. Formulating formal, quantitative models of expressive performance is one of the big open research problems in contemporary empirical musicology. Our project develops a new direction in this field: we use inductive machine learning to discover general and valid expression principles from (large amounts of) real performance data.

The purpose of this research is knowledge discovery. We search for simple, general, interpretable models of aspects of expressive music performance (such as tempo and expressive timing, dynamics, articulation). To that end, we have compiled what is most probably the largest set of performance data (precise measurements of timing, dynamics, etc. of real musical performances) ever collected in empirical performance research. Specifically, we are analyzing large
sets of recordings by highly skilled concert pianists, with the goal of discovering explainable patterns in the way the music is played.

The work described in this paper represents a first major step towards this goal. In section 2 we first explain basic concepts of expressive music performance, and then report on some problems encountered when some standard machine learning algorithms were applied in a straightforward way. These experiences prompted us to develop a new, general-purpose rule learning algorithm called PLCG, which is described in section 3. The main purpose of PLCG is to find simple, robust theories (sets of classification rules) in complex data where neither high coverage nor high precision can be expected. PLCG achieves this by learning multiple theories via some standard rule learning algorithm, and then combining these theories into one final rule set via clustering, generalization, and heuristic rule selection. Section 4 demonstrates the potential of the approach by describing some extremely simple and general performance principles and rule sets discovered by PLCG — some of the learned rules represent truly novel and musically meaningful discoveries. Then, a systematic experiment is described that compares PLCG’s performance to two more ‘direct’ rule learning methods. The results indicate that PLCG finds more compact theories than the simpler rule learners, while striking a compromise between generality and precision.

2 The Target: Expressive Music Performance

Expressive music performance is the art of shaping a musical piece by continuously varying important parameters like tempo, dynamics, etc. Human musicians do not play a piece of music mechanically, with constant tempo or loudness. Rather, they speed up at some places, slow down at others, stress certain notes or passages by various means, and so on. The expressive nuances added by an artist are what makes a piece of music come alive. The most important dimensions available to a performer (a pianist, in particular) are tempo, dynamics (loudness variations), and articulation (the way successive notes are connected).

Expressive variation is more than just a ‘distortion’ of the original (notated) piece of music. In fact, the opposite is the case: the notated music score is but a small part of the actual music. Not every intended nuance can be captured in a limited formalism such as common music notation, and the composers were and are well aware of this. The performing artist is an indispensable part of the system, and expressive music performance plays a central role in our musical culture. That is what makes it a central object of study in the field of musicology.

Our approach to studying this complex phenomenon is to collect large corpora of performance data (i.e., exact measurements of onset and offset times and loudness of each note as played in a performance), and to apply inductive learning algorithms to find models that compactly characterize various classes of situations that are treated in a similar way by the performer (such as ‘situations where the performer slows down’ vs. ‘situations where s/he speeds up’). At the moment, we limit ourselves to classical piano music.
In a first major study, we investigated the feasibility of inducing performance rules at the most basic musical level: the level of individual notes. The goal was to discover rules that predict how individual notes will most likely be played by a pianist (e.g., louder or softer than their predecessor). In a first suite of experiments [11], we succeeded in showing that even at that low level, there is structure in the data; learning algorithms like C4.5 [8] were able to find rule sets that predict the performer’s choices with better than chance probability.

However, the improvement over the baseline accuracy was generally rather small (though statistically significant), which indicates that there are severe limits as to how much of a performer’s behaviour can be explained at the note level. Moreover, the learned models were extremely complex. For instance, a decision tree discriminating between accelerando (speeding up) and ritardando (slowing down) with 58.09% accuracy had 3037 leaves (after pruning)! This is clearly not desirable if our goal is knowledge discovery.

There are good musical reasons for these difficulties; we cannot go into these here. From a machine learning perspective, the main insight is that looking for a model that completely describes the target categories is futile. Decision tree learners attempt to build a global model that fully discriminates between the members of the various classes. What we need to do instead is search for partial models that only explain what can be explained, and simply ignore those parts of the instance space where no compact characterization of the target classes seems possible. Moreover, given the nature of our data and target phenomena, we cannot expect very high levels of discriminative accuracy — we cannot assume the artist to be perfectly consistent and predictable.

In the following, we describe a rule learning algorithm named PLCG that was developed for this purpose. It will be shown that PLCG can find very simple partial models that still characterize a number of interesting subclasses of expressive performance behaviour. (Indeed, we will show that 4 simple rules are sufficient to predict 22.89% of the instances of note lengthening in our large data set, which contrasts nicely with the decision tree with 3037 leaves mentioned above.)

3 The PLCG Rule Learning Algorithm

Given the goal of learning partial models, an obvious choice is to apply rule learning algorithms of the set covering variety (also known as separate-and-conquer learners [5]), such as FOIL [7] or RIPPER [1]. These algorithms learn theories one rule at a time, in each rule refinement step selecting a literal that maximizes some measure of discrimination (e.g., information gain). A rule is specialized until a given stopping criterion (typically based on the rule’s purity or precision) is satisfied, and the overall learning process stops when no more rules can be found that satisfy this purity criterion. The stopping criterion is thus the natural entry point for the user to influence the generality and precision of the induced rules. In the context of our problem, we would require rather low levels of precision. The degree of coverage of the resulting rules would then follow automatically, dictated by the data.
After some experimentation, we have chosen to pursue a more complex approach. The basic idea is to learn several models in parallel (from subsets of the data), search for groups of similar rules in these models, generalize these into summarizing rules (of varying degrees of generality), and then select those generalizations for the final model that optimize some (possibly global) user-defined criterion (which will typically be a trade-off function between coverage and precision). This strategy gives us more direct control over the overall coverage and precision of the induced models, and at the same time helps ameliorate one of the major problems of the greedy literal selection strategy of the underlying rule learner: the danger of selecting sub-optimal conditions due to the local maximization of a given discrimination measure. In this sense, our approach — let us call it the PLCG (Partition+Learn+Cluster+Generalize) strategy — is inspired by the success of ensemble methods in machine learning (see [2] for a good overview). The corresponding algorithm is given in more detail in figure 1.

PLCG is really a meta-algorithm that can be wrapped around any algorithm that learns classification rules. We are using our own implementation of a propositional FOIL-type learner, with the standard information gain heuristic and with a parameterizable stopping criterion based on rule purity and minimum required rule coverage. More precisely: a single rule is grown by adding conditions until its purity (or precision) \( P = p / (p + n) \) reaches or surpasses a given minimum precision \( MP_{RL} \), where \( p \) and \( n \) are the numbers of positive and negative examples, respectively, covered by the rule. The outer loop of the algorithm ter-

**Given:**
- a set of training instances \( D \)
- a target concept (class) \( c \)
- a rule learning algorithm \( L \)
- a rule selection criterion \( C \)

**Algorithm:**
1. Separate the training examples \( D \) into \( n \) subsets \( D_i, i = 1 \ldots n \) (randomly or according to a particular scheme);
2. Learn partial rule models \( R_i = \{r_{ij}\} \) for class \( c \) from each of these subsets \( D_i \) separately, using the learning algorithm \( L \).
3. Merge the rule sets \( R_i \) into one large set \( R: R = \bigcup R_i \).
4. Perform a hierarchical clustering of the rules in \( R \) into a tree of clusters \( C_i \), \( i = 1 \ldots k \), of similar rules, using some hierarchical clustering algorithm and an appropriate syntactic/semantic rule similarity measure.
5. For each cluster \( C_i \), compute the least general generalization of all the rules in \( C_i \): \( \hat{r}_i = \text{lgg}(\{r_{ij}|r_{ij} \in C_i\}) \). The resulting tree \( T \) of rules \( \hat{r}_i \) represents generalizations of various degrees of the original rules.
6. From this generalization tree \( T \), select those rules \( r_i \) that optimize the given selection criterion \( C \).

**Fig. 1.** The PLCG (Partition+Learn+Cluster+Generalize) rule learning strategy.
minates when no more rule can be found with $P \geq MP_{RL}$ and positive coverage $p$ greater than some user-defined minimum coverage $MC_{RL}$.

For rule clustering, we use a standard bottom-up hierarchical agglomerative clustering algorithm [6] that produces a binary cluster tree, with the individual rules forming the leaves of the tree, and the root containing all the rules. The rule similarity measure used for clustering is simply the inverse of the number of generalization operations needed to compute the least general generalization (lgg) of two rules. Given our standard propositional representation of instances and rules (see 4.2 below for an example), the definition of the lgg is obvious.

As for the rule selection criterion (step 6 of the PLCG algorithm), we currently use another greedy set-covering algorithm that starts with the empty rule set and always adds the rule that has maximum purity on the as yet uncovered instances. (In fact, we use the Laplace estimate $L = (p + 1)/(p + n + 2)$, which is related to purity, but gives higher weight to rules that cover a higher number of positive examples.) Again, the selection is terminated when no rule with purity (Laplace) greater than some user-defined $MP_{PLCG}$ and coverage greater than some minimum required coverage $MC_{PLCG}$ can be found.

This is just one of many possible rule selection strategies. Many others are conceivable that could use different criteria for trading coverage against precision, or that might aim at optimizing other aspects of the evolving rule set (e.g., minimum overlap or a minimum number of contradictions between rules).

4 Experimental Results

4.1 Data and Target Concepts

The data used in our first experimental investigation consists of recordings of 13 complete piano sonatas by W.A. Mozart (K.279–284, 330–333, 457, 475, and 533), performed by a Viennese concert pianist on a Bösendorfer SE290 computer-monitored grand piano. The Bösendorfer SE290 is a full concert grand piano with a special mechanism that measures and records every key and pedal movement with high precision. These measurements, together with the notated score in machine-readable form, provide us with all the information needed to compute expressive variations (e.g., tempo fluctuations). The resulting dataset consists of more than 106,000 performed notes and represents some four hours of music.

The experiments described here were performed on the melodies (usually the soprano parts) only, which gives an effective training set of 41,116 notes. Each note is described by 29 attributes (10 numeric, 19 discrete) that represent both intrinsic properties (such as scale degree, duration, metrical position) and some aspects of the local context (e.g., melodic properties like the size and direction of the intervals between the note and its predecessor and successor notes, and rhythmic properties like the durations of surrounding notes etc.).

In terms of performance parameters, we are looking at (local) tempo or timing, dynamics, and articulation. We defined the following discrete target classes:
1. in the tempo dimension, a note N is assigned to class \textit{ritardando} if the local tempo at that point is significantly (> 2\%) slower than the tempo at the previous note; the opposite class \textit{accelerando} contains all cases of local speeding up;

2. in dynamics, a note N is considered an example of class \textit{crescendo} if it was played louder than its predecessor, and also louder than the average level of the piece; class \textit{diminuendo} (growing softer) is defined analogously;

3. in articulation, three classes were defined: \textit{staccato} if a note was sounded for less than 80\% of its nominal duration, \textit{legato} if the proportion is greater than 1.0 (i.e., the note overlaps the following one), and \textit{portato} otherwise; we will only try to learn rules for the classes staccato and legato.

A performed note is considered a counter-example to a given class if it belongs to one of the competing classes. (Note that due to some details of our class definitions, there will be some notes that are neither examples nor counter-examples of some concept.)

4.2 Musical Discoveries

Let us first look at some of PLCG’s discoveries from a musical perspective. When run on the complete Mozart performance data set (41,116 notes) for each of the six target concepts defined above, PLCG (with parameter settings $MP_{PLCG} = .7$, $MC_{PLCG} = .02$, $MP_{RL} = .9$, $MC_{RL} = .01$) selected a final set of 17 performance rules (from a total of 383 specialized rules) — 6 rules for tempo changes, 6 rules for local dynamics, and 5 rules for articulation. (Two rules were selected manually for musical interest, although they did not quite reach the required coverage and precision, respectively.) Some of these rules turn out to be discoveries of significant musicological interest. We lack the space to list all of them here (see [13]). Let us illustrate the types of patterns found by looking at just one of the learned rules:

\begin{verbatim}
RULE TL2:
abstract_duration_context = equal-longer
& metr_strength \leq 1
\Rightarrow \text{ritardando}
\end{verbatim}

“\textit{Given two notes of equal duration followed by a longer note, lengthen the note (i.e., play it more slowly) that precedes the final, longer one, if this note is in a metrically weak position (‘metrical strength’} \leq 1).”

\footnote{In this experiment, the data were not split into subsets randomly; rather, 10 subsets were created according to global tempo (fast or slow) and time signature (3/4, 4/4, etc.) of the sonata sections the notes belonged to. We chose these two dimensions for splitting because it is known (and has been proved experimentally [11]) that global tempo and time signature strongly affect expressive performance patterns. As a result, we can expect models that tightly fit (overfit?) these data partitions to be quite different, and diversity should be beneficial to an ensemble method like PLCG.}
Table 1. Fit of rule sets on training data (13 Mozart sonatas); True Positives ($TP$) = correct predictions; False Positives ($FP$) = incorrect predictions (relative to total number of positive and negative instances, respectively); Precision = $TP/(TP + FP)$.

<table>
<thead>
<tr>
<th>Category</th>
<th>#rules</th>
<th>True Positives</th>
<th>False Positives</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>ritardando</td>
<td>4</td>
<td>3069/13410 (22.89 %)</td>
<td>1234/20551 (6.00 %)</td>
<td>.713</td>
</tr>
<tr>
<td>accelerando</td>
<td>2</td>
<td>397/13307 (2.98 %)</td>
<td>179/20550 (0.87 %)</td>
<td>.689</td>
</tr>
<tr>
<td>crescendo</td>
<td>3</td>
<td>1318/11629 (11.33 %)</td>
<td>591/18260 (3.24 %)</td>
<td>.690</td>
</tr>
<tr>
<td>diminuendo</td>
<td>3</td>
<td>625/9429 (6.63 %)</td>
<td>230/20113 (1.14 %)</td>
<td>.731</td>
</tr>
<tr>
<td>staccato</td>
<td>4</td>
<td>6916/22132 (31.25 %)</td>
<td>1089/18984 (5.74 %)</td>
<td>.864</td>
</tr>
<tr>
<td>legato</td>
<td>1</td>
<td>687/9256 (7.42 %)</td>
<td>592/31860 (1.86 %)</td>
<td>.537</td>
</tr>
</tbody>
</table>

This is an extremely simple principle that turns out to be surprisingly general and precise: rule TL2 correctly predicts 1,894 cases of local note lengthening, which is 14.12% of all the instances of significant lengthening observed in the training data. The number of incorrect predictions is 588 (2.86% of all the counterexamples). Together with a second, similar rule relating to the same type of phenomenon, TL2 covers 2,964 of the positive examples of note lengthening in our performance data set, which is more than one fifth (22.11%)! It is highly remarkable that one simple principle like this is sufficient to predict such a large proportion of observed note lengthenings in a complex corpus such as Mozart sonatas. This is a truly novel (and surprising) discovery; none of the existing theories of expressive performance were aware of this simple pattern.

A few other interesting rules were discovered, such as two pairs of timing and articulation rules that nicely characterize the pianist’s consistent treatment of certain types of melodic leaps and rhythmic patterns. These discoveries and their relation to other theories of expressive performance in the musicological literature are discussed in [13].

4.3 Fit and Generality of Discovered Principles

As our primary goal is knowledge discovery, we are first of all interested in how much of the given (training) data is explained by the learned model — in other words, how well the induced models capture the pianist’s performance style. Thus, contrary to more ‘standard’ machine learning applications, the degree of fit on the training set is relevant. (Of course, we will also be looking at generalization accuracy on unseen data — see below). As a quantification of fit, we measure the coverage (i.e., the number of positive examples correctly predicted) and the precision (the proportion of predictions that are correct) of the rule sets on the training data, separately for each prediction category. Table 1 gives the results.

A detailed discussion of the results and their musical interpretation is beyond the scope of this paper. Generally, it turns out that certain sub-classes of note lengthening (local ritardando), staccato, and to a lesser extent the local dynamics variations (crescendo and diminuendo) are surprisingly well predictable, and with extremely few (and simple) rules. On the other hand, categories like accelerando
Fig. 2. Mozart Sonata K.331, 1st movement, 1st part, as played by pianist and learner. The curve plots the relative tempo at each note — notes above the 1.0 line are shortened relative to the tempo of the piece, notes below 1.0 are lengthened. A perfectly regular performance with no timing deviations would correspond to a straight line at $y = 1.0$

and legato seem more difficult to predict — at least at the level of individual notes. Uncovering the reasons for this will require more specialized investigations.

To give the reader an impression of just how effective a few simple rules can be in predicting a pianist’s behaviour in certain cases, Figure 2 compares the tempo variations predicted by our rules to the pianist’s actual timing in a performance of the well-known Mozart Sonata K.331 in A major (first movement, first section). In fact, it is just two simple rules (one for note lengthening (ritardando), one for shortening (accelerando)) that produce the system’s timing curve.

The next question concerns the generality of the discovered rules. How well do they transfer to other pieces and other performers? To assess the degree of performer-specificity of the rules, we tested them on performances of the same pieces, but by a different artist. The test pieces in this case were the Mozart sonatas K.282, K283 (complete) and K.279, K.280, K.281, K.284, and K.333 (second movements), performed by the renowned conductor and pianist Philippe Entremont, again on a Bösendorfer SE290. The results are given in Table 2.

Comparing this to Table 1 we find no significant degradation in coverage and precision (except in category diminuendo). On the contrary, for some categories (ritardando, crescendo, staccato) the coverage is higher than on the original training set. The discriminative power of the rules — the precision — remains roughly at the same level. This (surprising?) result testifies to the generality of the discovered principles (and the merits of the PLCG rule discovery method).

---

2 To be more precise: the rules predict whether a note should be lengthened or shortened; the precise numeric amount of lengthening/shortening is predicted by a $k$-nearest-neighbor algorithm (with $k = 3$) that uses only instances for prediction that are covered by the matching rule, as proposed in [9] and [10].

3 The true generalization accuracy of the rules on music of the same style will be tested on recordings of additional Mozart sonatas by P.Entremont (i.e., pieces not used in training). At the time of writing, the performance measurements are still being prepared for analysis (unfortunately, that takes several person weeks!).
Table 2. Prediction results on test data (Mozart performances by P.Entremont).

<table>
<thead>
<tr>
<th>Category</th>
<th>#rules</th>
<th>True Positives</th>
<th>False Positives</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>ritardando</td>
<td>4</td>
<td>396/2036 (29.27 %)</td>
<td>242/3175 (7.62 %)</td>
<td>.711</td>
</tr>
<tr>
<td>accelerando</td>
<td>2</td>
<td>90/2193 (4.10 %)</td>
<td>45/3013 (1.49 %)</td>
<td>.667</td>
</tr>
<tr>
<td>crescendo</td>
<td>3</td>
<td>210/1601 (13.12 %)</td>
<td>87/3055 (2.85 %)</td>
<td>.707</td>
</tr>
<tr>
<td>diminuendo</td>
<td>3</td>
<td>53/1598 (3.32 %)</td>
<td>45/2725 (1.65 %)</td>
<td>.541</td>
</tr>
<tr>
<td>staccato</td>
<td>4</td>
<td>861/2192 (39.28 %)</td>
<td>228/3996 (5.71 %)</td>
<td>.791</td>
</tr>
<tr>
<td>legato</td>
<td>1</td>
<td>131/2827 (4.63 %)</td>
<td>57/3361 (1.70 %)</td>
<td>.697</td>
</tr>
</tbody>
</table>

Table 3. Prediction results on test data (Chopin performances by 22 pianists).

<table>
<thead>
<tr>
<th>Category</th>
<th>#rules</th>
<th>True Positives</th>
<th>False Positives</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>ritardando</td>
<td>4</td>
<td>1752/2537 (69.06 %)</td>
<td>327/2988 (10.94 %)</td>
<td>.843</td>
</tr>
<tr>
<td>accelerando</td>
<td>2</td>
<td>1472/2767 (53.20 %)</td>
<td>110/2746 (4.01 %)</td>
<td>.930</td>
</tr>
<tr>
<td>crescendo</td>
<td>3</td>
<td>601/2392 (25.13 %)</td>
<td>285/2578 (11.06 %)</td>
<td>.678</td>
</tr>
<tr>
<td>diminuendo</td>
<td>3</td>
<td>0/2249 (0.00 %)</td>
<td>0/2784 (0.00 %)</td>
<td>—</td>
</tr>
<tr>
<td>staccato</td>
<td>4</td>
<td>950/2932 (32.40 %)</td>
<td>166/2802 (5.92 %)</td>
<td>.851</td>
</tr>
<tr>
<td>legato</td>
<td>1</td>
<td>17/2011 (0.85 %)</td>
<td>27/3723 (0.73 %)</td>
<td>.386</td>
</tr>
</tbody>
</table>

Another experiment tested the generality of the discovered rules with respect to musical style. They were applied to pieces of a very different style (Romantic piano music), namely, the Etude Op.10, No.3 in E major (first 20 bars) and the Ballade Op.38, F major (first 45 bars) by Frédéric Chopin, and the results were compared to performances of these pieces by 22 Viennese pianists. The melodies of these 44 performances amount to 6,088 notes. Table 3 gives the results.

This result is even more surprising. Diminuendo and legato turn out to be basically unpredictable, and the rules for crescendo are rather imprecise. But the results for the other classes are extremely good, better in fact than on the original (Mozart) data which the rules had been learned from! The high coverage values, especially of the tempo rules, are remarkable. Remember also that the data represent a mixture of 22 different pianists. When looking at how well the rules fit individual pianists, we find that some of them are predicted extremely well (e.g., pianist #15: ritardando: $TP = 89/122$ (72.95%), $FP = 4/129$ (3.10%), $\pi = .957$; accelerando: $TP = 71/120$ (59.17%), $FP = 3/132$ (2.27%), $\pi = .959$). We are currently preparing recordings of a larger variety of Chopin pieces, which will permit more extensive investigations into the rules’ general validity.

4.4 PLCG vs. Direct Rule Learning: A First Systematic Study

The above results show that PLCG can discover general and robust rules in complex data. To establish its advantages, if any, over the underlying rule learning algorithm, more systematic comparative experiments are needed. A first step in this direction is described here. PLCG, with parameter settings $MP_{RL} = .9$,
Table 4. Summary of 60 cross-validation results; \( NR \) = total number of rules (summed over all 60 data sets \( \times 5 \) folds) and average number of rules per learning run \( (NR/60) \); \( TP \) = true positives, \( FP \) = false positives; \( \pi \) = precision.

<table>
<thead>
<tr>
<th></th>
<th>RL0.9</th>
<th>RL0.7</th>
<th>PLCG 0.9/0.7</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP</td>
<td>12731/62017 (20.53 %)</td>
<td>28358/62017 (45.73 %)</td>
<td>18767/62017 (30.26 %)</td>
</tr>
<tr>
<td>FP</td>
<td>2180/102136 (2.13 %)</td>
<td>11710/102136 (11.47 %)</td>
<td>6551/102136 (6.41 %)</td>
</tr>
<tr>
<td>( \pi )</td>
<td>0.854</td>
<td>0.708</td>
<td>0.741</td>
</tr>
<tr>
<td>( NR )</td>
<td>2475 (8.25)</td>
<td>4094 (13.65)</td>
<td>1707 (5.69)</td>
</tr>
</tbody>
</table>

MC\(_{RL}\) = .01 for the rule learner and MP\(_{PLCG}\) = .7, MC\(_{PLCG}\) = .04 for rule selection, was compared to two versions of the base-level separate-and-conquer learner in a set of 60 cross-validation experiments: learner RL0.9 learns rules directly from the data with a required purity level of \( RP = 0.9 \) (i.e., RL0.9 is exactly the same algorithm as the one used within PLCG’s inner loop); RL0.7 uses the more relaxed minimum purity threshold \( RP = 0.7 \), which corresponds to the precision level used by PLCG in its rule selection phase. The purpose of the experiment was to study whether PLCG’s multiple rule learning + generalization + selection approach yields any advantage over learning rules directly from the data with the corresponding parameter settings.

60 different experimental data sets were produced by partitioning our 41,116 performed and classified notes according to the general tempo (slow vs. fast) and the time signature (3/4, 4/4, etc.) of the Mozart sonata segments they belong to. This resulted in 10 training sets each for the 6 target concepts accelerando, ritardando, crescendo, diminuendo, staccato, and legato.

On each of these 60 data sets, the three learning algorithms were compared via a 5-fold (paired) cross-validation. Within each CV run, RL0.9 and RL0.7 were applied to the combined data from the four training folds, while PLCG used the four folds to learn four separate rule sets (via RL0.9) that were then combined, generalized, and selected from. We lack the space to present the full results table with \( 60 \times 18 \) entries here. Table 4 gives a summary of the results.

The results clearly reflect the expected trade-off: learning with a tighter precision threshold for individual rules (RL0.9) yields theories with higher precision, but lower coverage than learning with a lower required precision (RL0.7). PLCG, with its mixture of precision thresholds (high in the individual rule learning runs, lower in the rule selection phase) figures somewhere in between: its coverage is higher than RL0.9’s and lower than RL0.7’s. Conversely, it reaches a precision lower than RL0.9’s and higher than RL0.7’s.

The interesting result is that PLCG achieves this with significantly fewer rules than either of the two base-level learners, RL0.9 and RL0.7. In other words, PLCG covers more instances than RL0.9 with fewer (more general) rules, while still retaining a higher precision than RL0.7, which used the same precision threshold MP in its search for rules. That is indeed the desired kind of behaviour for our application, where the goal is to discover simple, general, robust (partial) theories that can be presented to and discussed with musicologists.
In general, how much precision one is willing to sacrifice for how much coverage and theory simplicity, and vice versa, will depend on the particular application. The important advantage of the PLCG approach is that it makes it easy to explore and control this trade-off via different rule selection strategies. In fact, one can perform the rule learning and clustering steps once and then apply any number of different rule selection algorithms on the resulting rule cluster tree.

5 Discussion

To summarize, we have presented a rule (meta-)learner that learns simple theories from complex data and offers a natural mechanism for exploring the coverage/precision/complexity tradeoff, and we have shown that PLCG is able to make interesting and surprising discoveries in a complex real-world domain.

PLCG’s bottom-up generalization of classification rules is reminiscent of Domingos’ RISE algorithm [3], which performs a bottom-up generalization into more and more general rules, starting from the individual training instances. What the two have in common is the idea to learn rules only for those parts of the instance space where the concepts can be easily characterized. RISE caters for the remaining space with instance-based learning, while PLCG simply ignores it (because its focus is on finding comprehensible characterizations of sub-classes of the target). On the other hand, PLCG makes it easy to explore alternative (and arbitrarily complex) strategies for rule combination and selection, which is possible because it constructs an explicit tree of rules of varying generality. Another significant difference is PLCG’s use of multiple models to arrive at a more stable theory.

More directly related to PLCG are the so-called ensemble methods [2], which learn multiple models from subsets or modified versions of the training data, with one or several learning algorithms, and combine the resulting classifiers in some way. While the majority of known ensemble methods like bagging, boosting, stacking, etc. only combine the predictions of the classifiers, there are a few algorithms that try to combine the resulting multiple models into one coherent, comprehensible model. A prime example of this is CMM [4], a meta-learner that combines multiple models into a single theory by applying a learning algorithm to (artificially generated) training examples labeled by the n learned base models. According to the reported experimental results, CMM usually achieves higher accuracy than the base learner (C4.5RULES), but the models produced by CMM are typically 2-6 times more complex than the base learner’s. In [4], it is also suggested that the accuracy/complexity tradeoff could be handled via the meta-learner’s pruning parameters; again, we think PLCG’s way of explicitly addressing this tradeoff via a selection procedure that can select from a set of alternative rules (of various degrees of generality) is preferable.

So far, we have compared PLCG only to one rather simple rule learner. Of course, it should be systematically compared also to more sophisticated learners like RIPPER [1]. It will be interesting to see if PLCG’s ability to find simple theories matches the effect of RIPPER’s complex pruning strategy. On the other hand, whether or not PLCG is better is the wrong question to ask. PLCG is a
meta-learner; it could equally well be wrapped around RIPPER, thus potentially combining the advantages of the two.

Future research will focus on trying to get a better understanding of PLCG’s characteristics through systematic experiments with different underlying rule learners, and different application domains.
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Abstract. This paper argues that two commonly-used discretization approaches, fixed k-interval discretization and entropy-based discretization have sub-optimal characteristics for naive-Bayes classification. This analysis leads to a new discretization method, Proportional k-Interval Discretization (PKID), which adjusts the number and size of discretized intervals to the number of training instances, thus seeks an appropriate trade-off between the bias and variance of the probability estimation for naive-Bayes classifiers. We justify PKID in theory, as well as test it on a wide cross-section of datasets. Our experimental results suggest that in comparison to its alternatives, PKID provides naive-Bayes classifiers competitive classification performance for smaller datasets and better classification performance for larger datasets.

1 Introduction

Many real-world classification tasks involve numeric attributes. Consequently, appropriate handling of numeric attributes is an important issue in machine learning. For naive-Bayes classifiers, numeric attributes are often processed by discretization. For each numeric attribute $A$, a new nominal attribute $A^*$ is created. Each value of $A^*$ corresponds to an interval of the numeric values of $A$. When training a classifier, the learning process uses the nominal $A^*$ instead of the original numeric $A$.

A number of discretization methods have been developed. One common approach is fixed k-interval discretization [1,2,3,4,5]. It directly discretizes values of a numeric attribute into $k$ equal-width intervals. Another approach uses information measures to discretize a numeric attribute into intervals. For example, Fayyad & Irani’s entropy minimization heuristic [6] is extensively employed. Each of these strategies has advantages and disadvantages. Fixed k-interval discretization is easy to implement. But it does not adjust its behavior to the specific characteristics of the training data. Fayyad & Irani’s heuristic approach was developed in the context of decision tree learning. It seeks to identify a small number of intervals, each dominated by a single class. However, for naive-Bayes classification, in contrast to decision tree learning, it is plausible that it is less important to minimize the number of intervals or to form intervals dominated by a single class.

In this paper, we introduce a new approach for discretizing numeric attributes. We focus our attention on classification tasks using naive-Bayes classifiers. We seek to balance two conflicting objectives. On one hand, we prefer
forming as many intervals as possible. This increases the representation power of the new nominal attribute. That is, the more intervals formed, the more distinct values the classifier can distinguish between. On the other hand, we should ensure that there are enough training instances in each interval, so that we have enough information to accurately estimate the probabilities required by Bayes’ theorem. But when we are training a classifier, we usually have a fixed number of training instances. The number of intervals will decrease when the size of intervals (the number of instances in each interval) increases and vice versa. This can be viewed as a bias-variance trade-off. Increasing the number of intervals will decrease bias and increase variance and vice versa. Allowing for this, we propose Proportional k-Interval Discretization (PKID). This strategy adjusts the number and size of discretized intervals proportional to the number of training instances, seeking an appropriate trade-off between the granularity of the intervals and the expected accuracy of probability estimation. Currently we adopt a compromise: given a numeric attribute \( A \) for which the number of instances that have a known value is \( N \), we take the proportional coefficient as \( \sqrt{N} \). We discretize \( A \) into \( \sqrt{N} \) intervals, with \( \sqrt{N} \) instances in each interval. Thus, both objectives receive the same weight. As \( N \) increases, both the number and size of discretized intervals increase. These are very desirable characteristics that we will discuss in more detail later.

To evaluate this new technique, we separately implement PKID, Fayyad & Irani’s discretization (FID), and fixed k-interval discretization (FKID) with \( k=5,10 \) to train naive-Bayes classifiers. We compare the classification errors of the resulting classifiers. Our hypothesis is that naive-Bayes classifiers trained on data formed by PKID will have competitive classification error to those trained on data formed by alternative discretization approaches for smaller datasets, and that PKID will be able to utilize the incremental information in larger datasets to achieve lower classification error.

The rest of this paper is organized as follows. We give an overview of naive-Bayes classifiers and discretization in Section 2 and 3 respectively. In Section 4, we discuss Proportional k-Interval Discretization in detail. We compare the algorithm complexities in Section 5. Experimental results are presented in Section 6. Section 7 provides a conclusion and suggests research directions that are worth further exploration.

2 Naive-Bayes Classifiers

Naive-Bayes classifiers are simple, efficient and robust to noise and irrelevant attributes. One defect, however, is that naive-Bayes classifiers utilize an assumption that the attributes are conditionally independent of each other given the class. Although this assumption is often violated in the real world, the classification performance of naive-Bayes classifiers is still surprisingly good for many classification tasks, compared with other more complex classifiers. According to \( \text{Ref} \), this is explained by the fact that classification estimation is only a function of
the sign (in binary cases) of the function estimation; the classification accuracy can remain high even while function approximation is poor.

We briefly introduce the main idea of naive-Bayes classifiers as follows. In classification learning, each instance is described by a vector of attribute values and its class can take any value from some predefined set of values. A set of training instances with their class labels, the training dataset, is provided, and a new instance is presented. The learner is asked to predict the class for this new instance according to the evidence provided by the training dataset. We define:

- $C$ as the random variable denoting the class of an instance,
- $X < X_1, X_2, \ldots, X_k >$ as a vector of random variables denoting the observed attribute values (an instance),
- $c$ as a particular class label,
- $x < x_1, x_2, \ldots, x_k >$ as a particular observed attribute value vector (a particular instance),
- $X = x$ as shorthand for $X_1 = x_1 \land X_2 = x_2 \land \cdots \land X_k = x_k$.

Bayes’ theorem can be used to calculate the probability of each class given the instance $x$:

$$p(C = c | X = x) = \frac{p(C = c) p(X = x | C = c)}{p(X = x)} .$$

(1)

Expected error can be minimized by choosing the class with the highest probability as the class of the instance $x$. Because the probabilities needed by the calculation are not known, it is necessary to estimate them from the training dataset. Unfortunately, since $x$ is usually an unseen instance which does not appear in the training dataset, it may not be possible to directly estimate $p(X = x | C = c)$. So a simplification is made: if each attribute $X_1, X_2, \cdots, X_k$ is conditionally independent of each other given the class, then:

$$p(X = x | C = c) = p(\land X_i = x_i | C = c) = \prod p(X_i = x_i | C = c) .$$

(2)

Since the denominator in formula $p(X = x)$, is invariant across classes, it does not affect the final choice and can be dropped. Thus one can further estimate the most probable class using:

$$p(C = c | X = x) \propto p(C = c) \prod p(X_i = x_i | C = c) .$$

(3)

Classifiers using the independence assumption embodied in formula $p$ are called naive-Bayes classifiers. The independence assumption makes the computation of naive-Bayes classifiers more efficient than the exponential complexity of non-naive Bayes approaches because it does not use attribute combinations as predictors.
3 Discretize Numeric Attributes

An attribute is either nominal or numeric. Values of a nominal attribute are discrete. Values of a numeric attribute are either discrete or continuous [10].

For each attribute $X_i$ with value $x_i$, $p(X_i = x_i | C = c)$ in formula 2 is often modeled by a single real number between 0 and 1, denoting the probability that the attribute $X_i$ will take the particular value $x_i$ when the class is $c$. This assumes that attribute values are discrete with a finite number, as it may not be possible to assign a probability to any single value of an attribute with an infinite number of values. Even for discrete valued attributes that have a finite but large number of values, as there will be very few training instances for any one value, it is often advisable to aggregate a range of values into a single value for the purpose of estimating the probabilities in formula 3. In keeping with normal terminology for this research area, we call the conversion of a numeric attribute to a nominal attribute, discretization, irrespective of whether this numeric attribute is discrete or continuous.

A nominal attribute usually takes only a small number of values. The probabilities $p(X_i = x_i | C = c)$ and $p(C = c)$ can be estimated from the frequencies of $X_i = x_i \land C = c$ and $C = c$ in the training dataset. In our experiment, when $p(X_i = x_i | C = c)$ was estimated, the M-estimate [11] with $m=2$ was used. When $p(C = c)$ was estimated, the Laplace-estimate [11] was used.

- M-estimate: $n_{ci} + mp \over n_c + m$, where $n_{ci}$ is the number of instances that satisfy $X_i = x_i \land C = c$, $n_c$ is the number of instances who satisfy $C = c$, $p$ is the prior estimate of $X_i = x_i$, $p(X_i = x_i)$ (estimated by Laplace-estimate), and $m$ is a constant (2 in our research).
- Laplace-estimate: $n_c + k \over N + n_k$, where $n_c$ is the number of instances that satisfy $C = c$, $n$ is the number of classes, $N$ is the number of training instances, and $k$ is normally 1.

A continuous numeric attribute has an infinite number of values, as do many discrete numeric attributes. The values are generated according to some probability distribution. Since classification tasks are normally carried out for real-world data, whose real probability distribution is unknown, a difficulty in naive-Bayes classification is how to estimate $p(X_i = x_i | C = c)$ when $X_i$ is numeric. A common solution is discretization [12]. Discretization transforms numeric attributes into nominal attributes before they are used to train classifiers. In consequence, they are not bound by some specific distribution assumption. But since we do not know the real relationship underlying different values of a numeric attribute, discretization may suffer from loss of information.

One common discretization approach is fixed k-interval discretization (FKID). It divides a numeric attribute into $k$ intervals, where (given $n$ observed instances) each interval contains $n/k$ (possibly duplicated) adjacent values. Here $k$ is determined without reference to the properties of the training data. A problem of this method is that it ignores relationships among different values, thus

1 In practice, $k$ is often set as 5 or 10.
potentially suffering much attribute information loss. But although it may be
deemed inelegant, this simple discretization technique works surprisingly well
for naive-Bayes classifiers. Hsu, Huang and Wong [13] provided an interesting
analysis of the reason why fixed k-interval discretization works for naive-Bayes
classifiers. They suggested that discretization approaches usually assume that
discretized attributes have Dirichlet priors. “Perfect Aggregation” of Dirichlets
can ensure that naive-Bayes with discretization appropriately approximates the
distribution of a numeric attribute.

Another popular discretization approach is Fayyad & Irani’s entropy min-
imization heuristic discretization (FID) [6]. They first suggested binary dis-
cretization, which discretizes values of a numeric attribute into two intervals.
The training instances are first sorted by increasing values of the numeric at-
ttribute, and the midpoint between each successive pair of attribute values in the
sorted sequence is evaluated as a potential cut point. FID selects the “best” cut
point from the range of values by evaluating every candidate cut point. For each
evaluation of a candidate cut point, the data are discretized into two intervals
and the class information entropy of the resulting discretization is computed.
A binary discretization is determined by selecting the cut point for which the
entropy is minimal amongst all candidate cut points. Later, they generalized
the algorithm to multi-interval discretization. The training instances are sorted
once, then the binary discretization is applied recursively, always selecting the
best cut point. A minimum description length criterion is applied to decide when
to refrain from applying further binary discretization to a given interval.

FID was presented in the particular context of top-down induction of deci-
sion trees. It tends to form nominal attributes with few values. For decision tree
learning, it is important to minimize the number of values of an attribute, so as to avoid the fragmentation problem [14]. If an attribute has many values, a
split on this attribute will result in many branches, each of which receives rela-
tively few training instances, making it difficult to select appropriate subsequent
tests. Naive Bayes considers attributes independent of one another given the
class, hence is not subject to the same fragmentation problem as experienced in
decision tree learning if there are many values for a single attribute. So aiming
at minimizing the number of discretized intervals for naive-Bayes classifiers may
not be as well justified as for decision trees.

4 Proportional k-Interval Discretization

The conditional probabilities in formula of a numeric attribute \(x\) will be drawn
from an unknown probability density function \(f(x|y)\). If we form a discretized
value \(x_i^*\) corresponding to the interval \((a, b]\) of \(x\), then

\[
p(x^*_i|y) = \int_a^b f(x|y) \, dx. \tag{4}
\]
We wish to estimate $p(x_i^* | y)$ from data. The larger the interval $(a, b]$, the more instances will be contained in it, and the lower the variance of the probability estimation. Conversely, however, the larger the interval, the less distinguishing information is obtained about each particular value of $x$, and hence the higher the bias of the probability estimation. So, on one hand we wish to increase the range of values in each interval in order to decrease variance, and on the other hand we wish to decrease the range of values to decrease bias.

We suggest Proportional k-Interval Discretization (PKID). This strategy seeks an appropriate trade-off between the bias and variance of the probability estimation by adjusting the number and size of intervals to the number of training instances. Currently we adopt a compromise: given a numeric attribute, supposing we have $N$ training instances with known values for the attribute, we discretize it into $\sqrt{N}$ intervals, with $\sqrt{N}$ instances in each interval. Thus we give equal weight to both bias and variance management. Further, with $N$ increasing, both the number and size of intervals increase correspondingly, which means discretization can decrease both the bias and variance of the probability estimation. This is very desirable, because if a numeric attribute has more instances available, there is more information about it. A good discretization scheme should respond to this increase in information accordingly. But fixed k-interval discretization is fixed in the number of intervals and does not react to the above-mentioned information increase. Fayyad & Irani’s discretization tends to minimize the number of resulting intervals, as is appropriate in order to avoid the fragmentation problem in decision tree learning, and does not tend to increase the number of intervals accordingly.

When implementing PKID, we follow rules listed below:

- Discretization is limited to known values of a numeric attribute. We ignore any unknown values. When applying formula for a testing instance, we drop any attributes with an unknown value for this instance from the right-hand side.

- For some attributes, different training instances may hold identical values. We always keep the identical values in a single interval. Thus although ideally each interval should include exactly $\sqrt{N}$ instances, the actual size of each interval may vary.

- Given $N$ training instances with known values of a numeric attribute, we hold $\lfloor \sqrt{N} \rfloor$ as the standard size of the discretized interval (the number of instances in an interval should be an integer). We do not allow smaller size. We allow larger size only when it is because of the presence of identical values or to accommodate the last interval when its size is between $\lfloor \sqrt{N} \rfloor$ and $\lfloor \sqrt{N} \rfloor \times 2$.

\footnote{We do not form intervals based on the number of values, such as, creating intervals with $m$ values each. As Catlett pointed out, this type of discretization is vulnerable to outliers that may drastically skew the range.}
5 Algorithm Complexity Comparison

Each of the discretization algorithms, PKID, FID, and FKID can be considered to be composed of two stages. The first stage is to sort a numeric attribute by increasing values. The second stage is to discretize the sorted values into intervals. Suppose the number of training instances with known values of the attribute is $n$, and the number of classes is $m$. The complexity of each algorithm is as follows.

- PKID and FKID are dominated by sorting values of an attribute. So their complexities are all $O(n \log n)$.
- FID also does sorting first, resulting in $O(n \log n)$. It then goes through all the training instances a maximum of $\log n$ times, recursively applying “binary division” to find out at most $n - 1$ cut points. Each time, it will estimate $n - 1$ candidate cut points. For each candidate point, probabilities of each of $m$ classes are estimated. Thus finding the cut points is an operation with maximum complexity $O(mn \log n)$. So FID’s maximum complexity is $O(mn \log n)$.

This means that PKID has the same order of complexity as FKID, and lower than FID.

6 Experiments

We want to evaluate whether or not PKID can better reduce the classification error of naive-Bayes classifiers, compared with 5D, 10D (FKID with $k=5, 10$) and FID.

6.1 Experimental Design

We ran our experiments on 31 natural datasets from the UCI machine learning repository [15] and KDD archive [16], listed in Table 2. They exhibit a range of different sizes. This experimental suite comprises 3 parts. The first part is composed of all the UCI datasets used by [6] when publishing the entropy minimization heuristic for discretization. The second part is composed of all the UCI datasets with numeric attributes used by [17] for studying naive-Bayes classification. In addition, as PKID responds to dataset size, and the first two parts contain mainly datasets with relatively few instances, we further augmented this collection with datasets that we could identify containing numeric attributes, with emphasis on those having more than 5000 instances. The performance of PKID will differ most substantially from those of the alternatives when there are many instances in the training dataset and hence many intervals are formed. Therefore, if the technique is successful, we can expect PKID to demonstrate the greatest advantage for larger datasets.

Table 2 lists an index3, as well as the number of instances (Size), numeric attributes (Num.), nominal attributes (Nom.) and classes (Class) for each dataset.

3 For reference from Fig. 1.
For each dataset, a 10-trial, 3-fold cross validation is used to train and test a naive-Bayes classifier. In each fold, the dataset was discretized separately by the above-mentioned four approaches. Thus we obtained four versions of the original dataset. For each version, a naive-Bayes classifier was learned. We evaluated its classification performance in terms of average error (the percentage of incorrect classifications) in the testing data across trials. The testing data was not available to the discretization algorithm during discretization. Discretization was performed only by reference to the training data for a given cross validation fold.

The classification errors of PKID, FID, 10D and 5D on each dataset are also listed in Table 2. The records are sorted in ascending order of the datasets’ sizes, so that we can track the effect of dataset size on PKID’s performance. In each record, boldface font indicates the algorithm achieving the best classification performance for this dataset.

### 6.2 Experimental Statistics

We employed three statistics to evaluate the experimental results in Table 2.

**Mean error.** This is the mean of errors across all datasets. It provides a gross indication of relative performance. It is debatable whether errors in different datasets are commensurable, and hence whether averaging errors across datasets is very meaningful. Nonetheless, a low average error is indicative of a tendency toward low errors for individual datasets. The mean error for each algorithm is presented in the “Mean Error” row of Table 2.

**Geometric mean error ratio.** This method has been explained in detail by [18]. It allows for the relative difficulty of error reduction in different datasets and can be more reliable than the mean ratio of errors across datasets. The geometric mean error ratio of algorithm \(X\) against algorithm \(Y\), \(GM(X, Y)\), is calculated as

\[
GM(X, Y) = \sqrt[n]{\prod_{i=1}^{n} \frac{x_i}{y_i}},
\]

where \(x_i\) and \(y_i\) are respectively the errors of algorithm \(X\) and algorithm \(Y\) for the \(i\)th dataset, and \(n\) is the number of the employed datasets. The last row of Table 2 lists out the geometric mean error ratios of PKID against FID, 10D and 5D.

**Win/Lose/Tie record.** The three values are, respectively, the number of datasets for which PKID obtained better, worse or equal performance outcomes, compared with the alternative algorithms on a given measure. A sign test can be applied to these summaries. If the sign test result is significantly low (here we use the 0.05 critical level), it is reasonable to conclude that it is unlikely that the outcome is obtained by chance and hence that the record of wins to losses represents a systematic underlying advantage to one of the algorithms with respect to the type of datasets on which they have been tested. These win/lose/tie records and the sign test results are summarized in Table 1.
Table 1. Win/Lose/Tie

<table>
<thead>
<tr>
<th></th>
<th>FID</th>
<th>10D</th>
<th>5D</th>
</tr>
</thead>
<tbody>
<tr>
<td>PKID Win</td>
<td>21</td>
<td>21</td>
<td>23</td>
</tr>
<tr>
<td>PKID Lose</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>PKID Tie</td>
<td>3</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Sign Test</td>
<td>$\leq 0.0063$</td>
<td>$\leq 0.0063$</td>
<td>$\leq 0.0026$</td>
</tr>
</tbody>
</table>

6.3 Experimental Evaluations

Utilizing the above statistics, we have the following evaluations:

- PKID achieves the lowest mean error among the four discretization approaches.
- The geometric mean error ratios of PKID against FID, 10D and 5D are all less than 1. This suggests that PKID enjoys an advantage in terms of error reduction over the type of datasets studied in this research.
- With respect to the win/lose/tie records, PKID is significantly better than all of FID, 10D and 5D in terms of reducing classification errors.
- PKID demonstrates advantage more apparently as datasets become larger. For datasets containing more than 1000 instances, it is only outperformed in Hypothyroid. For datasets containing fewer than 1000 instances, the win/lose/tie records of PKID against FID, 10D and 5D are respectively 10/6/2, 8/7/3, and 10/7/1, suggesting that PKID has at worst comparable performance to these alternatives. This tendency, which is also illustrated in Fig. 1.

![PKID Responds to Dataset Size](image)

**Fig. 1.** PKID Responds to Dataset Size
results from the ability of PKID to take advantage of training information increase by adjusting the size and number of discretized intervals to the number of training instances, thus achieves better classification performance among larger datasets.

- We suggest that PKID can adjust the number of discretized intervals to the number of training instances. To show a gross profile, the last two columns of Table 2 list the mean number of intervals produced by PKID and FID for each dataset, averaged on all the numeric attributes across 10 trials × 3 folds. Apparently, PKID is more sensitive to the increase of training instances than FID.

Table 2. Experimental Datasets and Results

<table>
<thead>
<tr>
<th>Index</th>
<th>Dataset</th>
<th>Size</th>
<th>Num.</th>
<th>Nom.</th>
<th>Class</th>
<th>Error (%)</th>
<th>Inter. No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Labor Negotiations</td>
<td>57</td>
<td>8</td>
<td>8</td>
<td>2</td>
<td>7.7%</td>
<td>2</td>
</tr>
<tr>
<td>B</td>
<td>Echocardiogram</td>
<td>57</td>
<td>5</td>
<td>1</td>
<td>2</td>
<td>26.5%</td>
<td>2</td>
</tr>
<tr>
<td>C</td>
<td>Postoperative Patient</td>
<td>90</td>
<td>1</td>
<td>7</td>
<td>3</td>
<td>36.1%</td>
<td>2</td>
</tr>
<tr>
<td>D</td>
<td>Iris</td>
<td>150</td>
<td>4</td>
<td>0</td>
<td>3</td>
<td>7.6%</td>
<td>7</td>
</tr>
<tr>
<td>E</td>
<td>Hepatitis</td>
<td>155</td>
<td>6</td>
<td>13</td>
<td>2</td>
<td>14.4%</td>
<td>7</td>
</tr>
<tr>
<td>F</td>
<td>Wine Recognition</td>
<td>178</td>
<td>13</td>
<td>0</td>
<td>3</td>
<td>2.1%</td>
<td>9</td>
</tr>
<tr>
<td>G</td>
<td>Sonar</td>
<td>208</td>
<td>60</td>
<td>0</td>
<td>2</td>
<td>25.4%</td>
<td>10</td>
</tr>
<tr>
<td>H</td>
<td>Glass Identification</td>
<td>214</td>
<td>9</td>
<td>0</td>
<td>3</td>
<td>24.1%</td>
<td>8</td>
</tr>
<tr>
<td>I</td>
<td>Heart Disease (Cleveland)</td>
<td>270</td>
<td>7</td>
<td>6</td>
<td>2</td>
<td>17.5%</td>
<td>8</td>
</tr>
<tr>
<td>J</td>
<td>Liver Disorders</td>
<td>345</td>
<td>6</td>
<td>0</td>
<td>2</td>
<td>38.0%</td>
<td>10</td>
</tr>
<tr>
<td>K</td>
<td>Ionosphere</td>
<td>351</td>
<td>34</td>
<td>0</td>
<td>2</td>
<td>10.6%</td>
<td>12</td>
</tr>
<tr>
<td>L</td>
<td>Horse Colic</td>
<td>368</td>
<td>8</td>
<td>13</td>
<td>2</td>
<td>20.9%</td>
<td>7</td>
</tr>
<tr>
<td>M</td>
<td>Synthetic Control Chart</td>
<td>600</td>
<td>60</td>
<td>0</td>
<td>6</td>
<td>2.4%</td>
<td>19</td>
</tr>
<tr>
<td>N</td>
<td>Credit Screening (Australia)</td>
<td>690</td>
<td>6</td>
<td>9</td>
<td>2</td>
<td>14.2%</td>
<td>15</td>
</tr>
<tr>
<td>O</td>
<td>Breast Cancer (Wisconsin)</td>
<td>699</td>
<td>9</td>
<td>0</td>
<td>2</td>
<td>2.7%</td>
<td>6</td>
</tr>
<tr>
<td>P</td>
<td>Pima Indians Diabetes</td>
<td>768</td>
<td>8</td>
<td>0</td>
<td>2</td>
<td>26.1%</td>
<td>16</td>
</tr>
<tr>
<td>Q</td>
<td>Vehicle</td>
<td>846</td>
<td>18</td>
<td>0</td>
<td>4</td>
<td>38.3%</td>
<td>16</td>
</tr>
<tr>
<td>R</td>
<td>Annealing</td>
<td>898</td>
<td>6</td>
<td>32</td>
<td>6</td>
<td>4.8%</td>
<td>5</td>
</tr>
<tr>
<td>S</td>
<td>German</td>
<td>1000</td>
<td>7</td>
<td>13</td>
<td>2</td>
<td>25.1%</td>
<td>9</td>
</tr>
<tr>
<td>T</td>
<td>Multiple Features</td>
<td>2000</td>
<td>9</td>
<td>3</td>
<td>10</td>
<td>31.5%</td>
<td>35</td>
</tr>
<tr>
<td>U</td>
<td>Hypothyroid</td>
<td>3167</td>
<td>7</td>
<td>18</td>
<td>2</td>
<td>1.8%</td>
<td>27</td>
</tr>
<tr>
<td>V</td>
<td>Satimage</td>
<td>6435</td>
<td>36</td>
<td>0</td>
<td>6</td>
<td>17.8%</td>
<td>34</td>
</tr>
<tr>
<td>W</td>
<td>Musk</td>
<td>6508</td>
<td>166</td>
<td>0</td>
<td>2</td>
<td>8.3%</td>
<td>47</td>
</tr>
<tr>
<td>X</td>
<td>Pioneer-1 Mobile Robot</td>
<td>9150</td>
<td>29</td>
<td>7</td>
<td>57</td>
<td>1.7%</td>
<td>37</td>
</tr>
<tr>
<td>Y</td>
<td>Handwritten Digits</td>
<td>10992</td>
<td>16</td>
<td>0</td>
<td>10</td>
<td>12.0%</td>
<td>47</td>
</tr>
<tr>
<td>Z</td>
<td>Australian Sign Language</td>
<td>12546</td>
<td>8</td>
<td>0</td>
<td>3</td>
<td>35.8%</td>
<td>10</td>
</tr>
<tr>
<td>I</td>
<td>Letter Recognition</td>
<td>20006</td>
<td>16</td>
<td>0</td>
<td>26</td>
<td>25.8%</td>
<td>11</td>
</tr>
<tr>
<td>2</td>
<td>Adult</td>
<td>48842</td>
<td>5</td>
<td>8</td>
<td>2</td>
<td>17.1%</td>
<td>49</td>
</tr>
<tr>
<td>3</td>
<td>Ipums.la.99</td>
<td>88443</td>
<td>20</td>
<td>40</td>
<td>13</td>
<td>19.9%</td>
<td>29</td>
</tr>
<tr>
<td>4</td>
<td>Census Income</td>
<td>299285</td>
<td>8</td>
<td>33</td>
<td>2</td>
<td>23.3%</td>
<td>80</td>
</tr>
<tr>
<td>5</td>
<td>Covertype</td>
<td>581012</td>
<td>10</td>
<td>44</td>
<td>7</td>
<td>31.7%</td>
<td>264</td>
</tr>
</tbody>
</table>

- Mean Error
- Geometric Mean Error Ratio
7 Conclusions and Further Research

In this paper, we reviewed two common-used discretization approaches for naive-Bayes classifiers, FKID and FID. We then proposed a new discretization method, Proportional k-Interval Discretization (PKID). We argue PKID is more appropriate than FKID and FID for naive-Bayes classifiers. It attaches importance to both the number and size of discretized intervals, and adjusts them in response to the quantity of training data provided.

In our research, we have used $\sqrt{N}$ as the size of intervals to be formed. This was selected as a means to provide equal weight to both bias and variance managements. A promising direction for further research is to investigate alternative approaches to adjust interval size to training dataset size. It is plausible that selection of interval size should be responsive to some other attributes of the training dataset. For example, it might be that the more classes a dataset contains, the larger the optimal interval size, as more data is required for accurate conditional probability estimation. It may also be that as dataset size increases, there is greater potential for gains through one rather than the other of the two objectives, bias reduction and variance reduction, and hence the interval size should be weighted to favor one over the other.

Our experiments with an extensive selection of UCI and KDD datasets suggest that in comparison to its alternatives, PKID provides naive-Bayes classifiers competitive classification performance for smaller datasets and better classification performance for larger datasets.
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Abstract. It is well known that ensembles of predictors produce better accuracy than a single predictor provided there is diversity in the ensemble. This diversity manifests itself as disagreement or ambiguity among the ensemble members. In this paper we focus on ensembles of classifiers based on different feature subsets and we present a process for producing such ensembles that emphasizes diversity (ambiguity) in the ensemble members. This emphasis on diversity produces ensembles with low generalization errors from ensemble members with comparatively high generalization error. We compare this with ensembles produced focusing only on the error of the ensemble members (without regard to overall diversity) and find that the ensembles based on ambiguity have lower generalization error. Further, we find that the ensemble members produced focusing on ambiguity have less features on average that those based on error only. We suggest that this indicates that these ensemble members are local learners.

1. Introduction

Ensembles of classifiers have recently emerged as a robust technique to improve the performance of a single classifier. Several ways to define an ensemble have been explored, from training each classifier in a subpart of the training set, to giving each classifier a subset of the features available.

When selecting an ensemble of classifiers a very simple approach consists of two separate steps: first a group of independently “good” classifiers is selected, then they are aggregated to form an ensemble. Such an approach has the advantage of simplicity, both conceptually and computationally, but the main disadvantage is that the classifiers are selected for the results they obtain singly and not for their contribution in the context of the ensemble. Following the work of Krogh and Vedelsby (1995), which demonstrated the crucial role played by the disagreement (ambiguity) in the final prediction of an ensemble, other less straightforward approaches have been proposed to build an ensemble of good predictors that have a high degree of disagreement. Among them the most relevant results were obtained by Liu (1999), who introduced a negative correlation penalty term to train ensembles of
neural networks, and that by Optiz and Shavlik (1996), who used the notion of ambiguity to find a diverse ensemble of neural networks using a genetic algorithm.

In this paper we focus on ensembles of classifiers based on different feature subsets and describe an algorithm that selects the different feature subsets (and thus the ensemble members) not just to minimize individual error but also to maximize ambiguity. This is compared with the default alternative of selecting the ensemble members based on error only without consideration for their contribution within the ensemble. In both scenarios the process of selecting the feature subsets is a “wrapper-like” search process (Kohavi & John, 1998) where Hill Climbing search is used to find a feature subset that minimizes error. In the default alternative (Cunningham & Carney, 2000) the search is guided by the error associated with the different feature subsets only. That research shows that the improvement due to the ensemble of nearest neighbour classifiers is correlated with the diversity in an ensemble. However, the diversity in the ensemble was determined after the ensemble was trained. Whereas, in the improvement presented here, the contribution of the ensemble member to the diversity of the ensemble is considered in the training process in order to ensure an ensemble of diverse members.

We present a study on ensembles of $k$-Nearest Neighbour ($k$-NN) classifiers that are trained on three different datasets with the two Hill Climbing approaches. The results show that the technique emphasizing ambiguity outperforms the strategy considering error only. Furthermore, we will see that forcing the classifiers to disagree leads to classifiers with a smaller number of features. This, as argued in (Cunningham & Zenobi, 2001) can be interpreted as an aggregation of several local specialists.

2. Ensembles and Diversity

The key idea in ensemble research is; if a classifier or predictor is unstable then an ensemble of such classifiers voting on the outcome will produce better results – better in terms of stability and accuracy. While the use of ensembles in Machine Learning (ML) research is fairly new, the idea that aggregating the opinions of a committee of experts will increase accuracy is not new. The Codorcet Jury Theorem states that:

If each voter has a probability $p$ of being correct and the probability of a majority of voters being correct is $M$, then $p > 0.5$ implies $M > p$. In the limit, $M$ approaches 1, for all $p > 0.5$, as the number of voters approaches infinity.

This theorem was proposed by the Marquis of Condorcet in 1784 (Condorcet, 1784) – a more accessible reference is (Nitzan & Paroush, 1985). We now know that $M$ will be greater that $p$ only if there is diversity in the pool of voters. And we know that the probability of the ensemble being correct will only increase as the ensemble grows if the diversity in the ensemble continues to grow as well. Typically the diversity of the ensemble will plateau as will the accuracy of the ensemble at some size between 10 and 50 members.

In ML research it is well known that ensembling will improve the performance of unstable learners. Unstable learners are learners where small changes in the training data can produce quite different models and thus different predictions.
2.1 Diversity Based on Different Feature Subsets

The most common means of producing diversity in an ensemble is by training the different ensemble members with different subset of the training data (Hansen & Salamon, 1992; Breiman, 1996). This does not work for \( k \)-Nearest Neighbour (\( k \)-NN) classifiers (Breiman, 1996) so instead we focus on ensembles based on different feature subsets.

A few studies have been done on the use of feature subset selection to create an ensemble of classifiers; among them those ones made by Cherkauer (1995), Ho (1998a, 1998b), Guerra-Salcedo and Whitney (1999a, 1999b) Tumer and Ghosh (1996) and Cunningham and Carney (2000) give the most promising results. However, if the use of ensembles improves the performance from one side, from another it reduces the other benefits of feature selection. It is clear that an ensemble of feature subsets affects the goal of economy of representation and also dramatically worsens the knowledge discovery (Cunningham & Zenobi, 2001), mainly because we cannot say anymore that the outcome of a phenomenon depends on a particular subset of features. In the last section of this paper we propose that the lack of interpretability associated with ensembles may be recoverable if the ensemble members prove to be local learners.

2.2 Different Measures of Diversity

There are a variety of ways to quantify ensemble diversity – usually associated with a particular error measure. In a regression problem (continuous output problem) it is normal to measure accuracy by the squared error so, as suggested by (Krogh & Vedelsby, 1995), a diversity measure can be variance, defined as:

\[
\alpha_i(x_k) = [V_i(x_k) - \overline{V}(x_k)]^2
\] (1)

where \( \alpha_i \) is the ambiguity of the \( i \)th classifier on example \( x_k \), randomly drawn from an unknown distribution, while \( V_i \) and \( \overline{V} \) are, respectively the \( i \)th classifier and the ensemble predictions. In this scenario the error from the ensemble is: \( E = \overline{E} - \overline{A} \), where \( \overline{E} \) is the average of the single classifier errors and \( \overline{A} \) is the ambiguity of the ensemble. The equation also holds for classification, provided that the loss function used is the squared error function and that the ensemble prediction is still given as the weighted average of the single classifier predictions. Provided also, that we are happy to deal with real-valued class membership figures (see example below).

However, for classification the most commonly used error measure is a simple 0/1 loss function, so a measure of ambiguity in this case is:

\[
\alpha_i(x_k) = \begin{cases} 0 & \text{if } \text{class}V_i(x_k) = \text{class}\overline{V}(x_k) \\ 1 & \text{otherwise.} \end{cases}
\] (2)

where this time the classifier and ensemble outputs for the case labeled as \( x_k \) are classes instead of real numbers.
An Example

Our objective here is to identify an ambiguity measure that will help us determine the contribution of an individual ensemble member to diversity. The two above can quantify the contribution of an individual member to ensemble diversity and the variance based measure has the advantage that it directly quantifies the improvement due to the ensemble. To see how these would be applied in practice a simple example is shown in Table 1 and Table 2. In order to use squared error and variance it is necessary that the outputs of the ensemble members are real valued. This is achievable in a variety of ways with nearest neighbour classifiers where a degree of class membership can be aggregated from the similarity to nearest neighbours.

Table 1. An example with 3 classifiers and 5 data points. The top half of the table shows ensembled predictions allowing continuous values and the bottom half shows 0/1 predictions

<table>
<thead>
<tr>
<th>Value</th>
<th>1</th>
<th>0</th>
<th>1</th>
<th>1</th>
<th>0</th>
<th>0.44</th>
<th>0.33</th>
<th>0.67</th>
<th>0.33</th>
<th>0.75</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cl 1:pred</td>
<td>1</td>
<td>0.33</td>
<td>1</td>
<td>0.33</td>
<td>0.67</td>
<td>0.67</td>
<td>0.33</td>
<td>1.67</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Cl 2:pred</td>
<td>0</td>
<td>0</td>
<td>0.33</td>
<td>0.67</td>
<td>0.67</td>
<td>0.33</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Cl 3:pred</td>
<td>0.33</td>
<td>0.67</td>
<td>0.67</td>
<td>1</td>
<td>0</td>
<td>0.44</td>
<td>0.33</td>
<td>0.67</td>
<td>0.33</td>
<td>0.75</td>
</tr>
<tr>
<td>Ensemb.</td>
<td>Cl 1: 0/1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cl 2: 0/1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cl 3: 0/1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ensemb.</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Error and ambiguity measures for the scenario shown in Table 2.

<table>
<thead>
<tr>
<th></th>
<th>E</th>
<th>E̅</th>
<th>A</th>
<th>E̅ − A</th>
<th>E̅</th>
<th>A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Squared Err.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.75</td>
<td></td>
</tr>
<tr>
<td>0/1 Loss</td>
<td>0.75</td>
<td>1.22</td>
<td>0.47</td>
<td>0.75</td>
<td>0.4</td>
<td>0.33</td>
</tr>
</tbody>
</table>

In the first scenario the outputs from the individual classifiers are real valued and we can see in Table 2 that the Ambiguity measure directly determines the improvement due to the ensemble as Krogh and Vedelsby predict. Using 0/1 loss and the ambiguity measure proposed above the ensemble still produces an improvement but it is not directly related to the ambiguity figure.

While the squared error and variance figures have this very elegant relationship these real valued class membership figures are not particularly meaningful so we will proceed using the 0/1 loss error measure and the ambiguity metric proposed in (2).

3. Using Ambiguity to Select Ensembles of Classifiers

The aim of this study is to show how using ambiguity to select ensembles of classifiers will improve performance. One thing that appears to be clear is that to obtain good results an ensemble must include classifiers with a high degree of disagreement. It is this disagreement that gives the potential to correct the errors made by a single classifier. In the extreme case that all the classifiers are good but make mistakes over the same subset of data, the ensemble will not give a better performance than any single classifier.
To compare the default selection strategy, that doesn’t take into account diversity, and ours, which makes use of diversity (ambiguity), we will use Hill-Climbing search for a couple of reasons. First, we have a way to compare two ensembles performances that is not affected by any random event, once we state the same starting point (i.e. an initial set of feature masks). If we used for example a genetic algorithm it would be more difficult to make a direct comparison, due to its random nature. Second, a hill-climbing strategy is computationally less expensive than alternative stochastic search techniques. After all, we are interested in evaluating the heuristic to guide the search rather than the comprehensiveness of the search strategy.

3.1. The Default Search Strategy

In a classic hill climbing strategy (HC) that performs feature selection (Cunningham & Carney, 2000) a “good” classifier is selected by flipping each bit of the feature mask and accepting this flip if the classifier error $E_i$ decreases. (A feature subset is a mask on the full feature set.) This process is repeated until no further improvements are possible – i.e. a local minimum in the feature set space is reached. The error is measured using leave-one-out testing. To produce an ensemble this process is repeated for each classifier and at the end all the classifiers are aggregated to form the ensemble. This approach is illustrated in Figure 1.

```
generate a random ensemble of feature subsets;

    for every classifier $i$ in the ensemble {
        calculate initial error $E_i$;
        do {
            for every bit $j$ of the mask {
                flip $j^{th}$ bit of $i^{th}$ mask;
                calculate new $E_i'$;
                if $E_i <= E_i'$
                    flip back $j^{th}$ bit of $i^{th}$ mask; //flip rejected
                else $E_i = E_i'$; //flip accepted
            }
        } while there are changes in the mask AND not maximum number of iterations;
    }
aggregate classifiers to obtain ensemble prediction;
```

**Fig. 1.** HC: the default selection strategy for generating ensembles using error only.

Clearly, from what we have said about the importance of diversity, this approach has the disadvantage that the improvement due to the ensemble may not be great because there is no means of promoting diversity in the ensemble.
3.2. \textit{AmbHC}: A Hill-Climbing Algorithm Using Ambiguity

The dominant loss function used in classification is 0/1 loss and it is difficult if not impossible to derive a simple and linear equation that relates $E$ to $\overline{E}$ and $\overline{A}$. However it is still clear that the \textit{uplift} due to the ensemble depends on the diversity in the ensemble members (Cunningham & Carney, 2000). In the evaluation that follows we will use 0/1 loss and the associated ambiguity introduced in equation (3).

Assuming a homogeneous distribution of the instances (so that the average is simply obtained by dividing by $N$, the number of training samples) and equal weights in the ensemble, Ambiguity is defined as:

$$\overline{A} = \frac{1}{N} \sum_{k=1}^{N} \left( \frac{1}{m} \sum_{i=1}^{m} a_i(x_k) \right)$$

where $a_i(x_k)$ is given by equation (2). As the two summations are finite we can swap them, leading to the formula:

$$\overline{A} = \frac{1}{N} \sum_{k=1}^{N} \left( \frac{1}{m} \sum_{i=1}^{m} a_i(x_k) \right) = \frac{1}{m} \sum_{i=1}^{m} \sum_{k=1}^{N} a_i(x_k) = \frac{1}{m} \sum_{i=1}^{m} \sum_{k=1}^{N} a_i(x_k) = \frac{1}{m} \sum_{i=1}^{m} A_i$$

where the ambiguity $A_i$ of the $i^{th}$ classifier is defined as

$$A_i = \frac{1}{N} \sum_{k=1}^{N} a_i(x_k)$$

On the basis of these definitions we may think of a new algorithm \textit{(AmbHC)} that, taking the hill-climbing strategy as a starting point, tries to build an ensemble of classifiers with a high degree of disagreement. This approach considers every classifier in the context of the ensemble, and at each step accepts or rejects the flip depending on two parameters: the classifier error $E_i$ and the classifier ambiguity $A_i$, as defined in the equation (3). If the improvement of one of the two parameters leads to a “substantial” deterioration of the other, then the flip is rejected. With “substantial” here we mean that a threshold value (\textit{Thresh}) is given for the highest acceptable deterioration (if we consider acceptable a deterioration of 5% then Thresh takes the real value 0.05). The condition to accept or reject the flip of a bit is the following: if the improvement of one of the two parameters is less than the threshold value, then the highest acceptable deterioration of the other parameter is given by the improvement of the first one; if the improvement of one of the two parameters is instead greater than the threshold value, then the highest acceptable deterioration is the threshold itself. This technique allows us to avoid the selection of a set of good classifiers that make mistakes over the same subspace of the instances; it is illustrated in Figure 2.

In settling on this means of combining error and ambiguity in determining ensemble members we considered several alternatives; an evaluation of some of these is shown in Table 3. This table shows four columns of results for ensembles of size 13, 17 and 21. For the first column (HC (E)) the ensemble members were selected using error only. For the second, the selection was based on error minus ambiguity in the manner of Krogh and Vedelsby’s (1995) work. The third is the same as the algorithm described in Figure 2 but without the threshold conditions. The fourth column shows results for the algorithm shown in Figure 2. Clearly, the threshold approach work best. The E-A approach does not work so well because there is no
basis for assuming that diversity has such a direct effect in classification. The technique without a threshold fails because sometimes improvements in ambiguity (or error) come at too high a cost in error (or ambiguity). Introducing the threshold overcomes this problem.

generate a random ensemble of feature subsets;
\[
\textbf{do } \begin{align*}
&\text{for every classifier } i \text{ in the ensemble } \{ \\
&\quad \text{calculate initial error } E_i \text{ and contribution to ambiguity } A_i ; \\
&\quad \text{for every bit } j \text{ of the mask } \{ \\
&\quad\quad \text{flip } j^{th} \text{ bit of } i^{th} \text{ mask; } \\
&\quad\quad \text{calculate new } E'_i \text{ and new } A'_i ; \\
&\quad\quad \text{if } \{ \begin{align*}
&\quad\quad\quad\quad \left[ \left( E'_i \leq (1-\text{Thresh }) \times E_i \right) \text{ AND } (A'_i \geq (1-\text{Thresh }) \times A_i) \right] \text{ OR} \\
&\quad\quad\quad\quad \left[ \left( E'_i > (1-\text{Thresh }) \times E_i \right) \text{ AND } (A'_i \geq E'_i / E_i \times A_i) \right] \} \text{ OR} \\
&\quad\quad\quad\quad \left[ \left( A'_i > A_i \right) \text{ AND} \\
&\quad\quad\quad\quad \left( ( A'_i \geq (1+\text{Thresh }) \times A_i) \text{ AND } (E'_i \leq (1+\text{Thresh }) \times E_i) \right) \text{ OR} \\
&\quad\quad\quad\quad \left( A'_i < (1+\text{Thresh }) \times A_i) \text{ AND } (E'_i \leq A'_i / A_i \times E_i) \right) \} \} \\
&\quad\quad \text{else flip back } j^{th} \text{ bit of } i^{th} \text{ mask; } //\text{flip rejected} \\
&\quad\}\text{for every classifier } i \text{ in the ensemble } \} \\
&\} \text{while there are changes in the masks AND not maximum number of iterations; } \\
&\text{calculate final ensemble prediction; }
\end{align*}
\]

Fig. 2. AmbHC: The algorithm for generating ensembles while emphasising diversity in ensemble members.

Table 3. Results of different alternatives for combining error and ambiguity in selecting ensemble members (the UCI Heart data was used).

<table>
<thead>
<tr>
<th>Ens Size</th>
<th>HC (E)</th>
<th>E-A</th>
<th>AmbHC (NoThresh)</th>
<th>AmbHC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heart</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>17.7</td>
<td>18.8</td>
<td>17.8</td>
<td>17.2</td>
</tr>
<tr>
<td>17</td>
<td>17.3</td>
<td>17.3</td>
<td>17.8</td>
<td>17.2</td>
</tr>
<tr>
<td>21</td>
<td>17.7</td>
<td>18.1</td>
<td>19.7</td>
<td>16.9</td>
</tr>
<tr>
<td>Pima</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>25.0</td>
<td>25.7</td>
<td>26.0</td>
<td>24.5</td>
</tr>
<tr>
<td>17</td>
<td>25.0</td>
<td>24.1</td>
<td>25.1</td>
<td>24.1</td>
</tr>
<tr>
<td>21</td>
<td>24.6</td>
<td>24.7</td>
<td>25.8</td>
<td>23.8</td>
</tr>
<tr>
<td>Warfarin</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>7.8</td>
<td>7.9</td>
<td>8.1</td>
<td>7.8</td>
</tr>
<tr>
<td>17</td>
<td>7.6</td>
<td>8.0</td>
<td>8.8</td>
<td>7.4</td>
</tr>
<tr>
<td>21</td>
<td>8.0</td>
<td>7.4</td>
<td>8.0</td>
<td>7.3</td>
</tr>
</tbody>
</table>

We have run the algorithms on three datasets; two available from the UCI repository (Pima Indians, Heart Disease) and the Warfarin data-set described in (Byrne et al., 2000). These were chosen on the basis of the following criteria:

- we have restricted our experimental comparison to 2-class datasets, turning a problem into a 2-class classification task if necessary, and have left the n-classe case for further research;
we have considered datasets which do not have a skewed class distribution, as simple 0/1 error measures are questionable for datasets with very unbalanced class distributions.

In the next section we present a complete comparison of the results obtained by two of these algorithms, the basic hill-climbing error-only algorithm (HC) and AmbHC; below we give some further details about the AmbHC algorithm.

4. Evaluation and Discussion

We present in this section a complete comparison of the HC and AmbHC selection strategies. We show that if the ensemble members are forced to be diverse then a better ensemble accuracy can be achieved with ensemble members that have poor overall accuracy, provided we include a sufficiently high number of classifiers in the ensemble. Also, these diverse ensemble members prove to have fewer features than ensemble members selected without consideration for diversity.

For each dataset we have run the two algorithms described in the previous section (HC & AmbHC), varying their initial ensemble size. For each ensemble size we have also repeated the process with 4 different starting points (initial sets of feature masks), averaging the results obtained, as the hill-climbing strategy is quite sensitive to the initial condition. The scoring of any ensemble is determined using a 5-fold cross validation; in the 5-fold cross validation the data is divided into 5 parts and the ensemble is tested on each part in turn having been trained on the other 4 parts. The training involves the search processes described in Figures 1 & 2 and the fitness is determined using leave-one-out testing. The results are then averaged over the 5 validation sets. The threshold used for the AmbHC algorithm was set for all the datasets at 2.5%.

The evaluation on the three datasets shows that the ensembles trained with the AmbHC algorithm (higher diversity) have lower generalization errors than those trained with the simple HC, provided the size of the ensemble is sufficiently large (see Figures 3. Because of the nature of the ensemble training process HC ensembles have corresponding AmbHC ensembles allowing us to use a paired t-test to test the hypothesis that the AmbHC ensembles have lower error. We have randomly selected 9 different ensembles in each of the three datasets and performed a paired t-test; the results gave a confidence of >80% for Warfarin, and >95% and >99% for Heart and Pima respectively. These figures are very satisfactory - the weaker figure for Warfarin is probably accounted for by the small impact of the ensemble given the already low error of the individual classifiers. This is the first main result of our study: the algorithm that takes into account diversity while selecting ensemble outperforms the simply error-only strategy.

In the following two tables we focus on some other aspects of the comparison between classifiers trained with the two different algorithms. In Table 4 we show, for each dataset and for both the algorithms, respectively the error obtained by the best ensemble, the average error and the average ambiguity of the single classifiers in the ensembles.

In Table 5 we show instead, for each dataset, respectively the total number of features and the average number of features of the masks trained with HC and with AmbHC.
As we can see from Table 4, the classifiers in the ensemble selected with the AmbHC algorithm have a higher average error than those selected by the simple HC algorithm: the increase in ambiguity (diversity) comes at the cost of significantly higher errors in the ensemble members. It seems to us that the only way to account for the improvement in overall performance in the face of deterioration of the ensemble members is that the members are local specialists. In fact, the use of ambiguity in the AmbHC algorithm means that the ensemble selection is made by choosing classifiers that disagree on a higher number of elements compared to those ones selected without ambiguity. For the first ones, the higher average ambiguity seems to compensate their higher error by ‘distributing’ the prediction of the different individuals over more diverse regions of the space of the instances; as a result we get a lower ensemble error.

This view is reinforced by another interesting result: the ensemble members produced using ambiguity have fewer features on average than the others (Table 5). It seems reasonable that fewer features are required to discriminate in these local regions. This observation also suggests a new perspective on the knowledge discovery aspect of feature selection. It may be useful to reconsider this as a process of finding the best ensemble of local feature subsets rather than a global feature subset. However, the problem remains that if the ensemble is performing a problem space decomposition then it is doing so implicitly and the decomposition is not accessible. An interesting avenue for future research will be to use clustering to see if meaningful regions of the problem space can be identified where ensemble members specialize.
Table 4. A summary of all the evaluations showing the best ensemble generated for each data set and showing the corresponding average member error and ambiguity.

<table>
<thead>
<tr>
<th>Data</th>
<th>Algorithm</th>
<th>Best Ensemble</th>
<th>Average Error</th>
<th>Avg. Ambiguity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pima</td>
<td>HC</td>
<td>24.6</td>
<td>27.0</td>
<td>13.7</td>
</tr>
<tr>
<td></td>
<td>AmbHC</td>
<td>23.4</td>
<td>31.5</td>
<td>22.3</td>
</tr>
<tr>
<td>Heart</td>
<td>HC</td>
<td>17.4</td>
<td>21.8</td>
<td>12.2</td>
</tr>
<tr>
<td></td>
<td>AmbHC</td>
<td>16.6</td>
<td>24.8</td>
<td>18.8</td>
</tr>
<tr>
<td>Warfarin</td>
<td>HC</td>
<td>7.6</td>
<td>8.6</td>
<td>3.3</td>
</tr>
<tr>
<td></td>
<td>AmbHC</td>
<td>6.9</td>
<td>14.1</td>
<td>10.6</td>
</tr>
</tbody>
</table>

Table 5. The ensembles built using AmbHC have significantly less features on average that those built using the default search algorithm.

<table>
<thead>
<tr>
<th>Data</th>
<th>Total</th>
<th>Average: HC</th>
<th>Average: AmbHC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pima</td>
<td>8</td>
<td>4.8</td>
<td>3.5</td>
</tr>
<tr>
<td>Heart</td>
<td>13</td>
<td>7.4</td>
<td>6.0</td>
</tr>
<tr>
<td>Warfarin</td>
<td>22</td>
<td>12.9</td>
<td>10.7</td>
</tr>
</tbody>
</table>

The local learners hypothesis helps us also in explaining the behaviour shown in Figure 3, where, in each case, a minimum number of classifiers are needed for AmbHC to surpass HC. Since classifiers trained with the AmbHC algorithm have a higher average error than the ones trained with HC it is clear that each classifier will cover (i.e. predict correctly) a ‘smaller’ region of the problem space. So, to have the majority of the ensemble voting correctly we need a larger number of classifiers. Then, when the ensemble size is small (e.g. 5) even though we do not use diversity (in the HC algorithm) it is very probable that a set of classifiers randomly chosen has its own ‘natural’ diversity. As we increase the ensemble size, it becomes more probable that new members of HC ensembles will be similar to existing ones. While with the AmbHC algorithm diversity is still emphasized and variety is maintained. Thus, a diverse bunch of good classifiers outperforms a bunch of very good classifiers with less diversity.

However, as mentioned in section 2 when discussing the Condorcet Jury Theorem, this addition of new diverse members does not continue to deliver benefit indefinately. At best, it will not continue to be possible to find more diverse members and the reduction in error will bottom out. What is happening in the three examples here is actually slightly worse than that in that an overfitting effect is evident. Since the selection of the ensemble members is a training process there is the potential for the ensemble as a whole to overfit the training data and that is clearly evident in the three graphs shown here. So with this AmbHC approach there is an optimal ensemble size which appears to be between 25 and 30 for these data sets. It seems that the best way to address this overfitting would be to use a cross validation process to determine a best ensemble size.

5. Conclusions and Future Work

In this paper we have compared two approaches for selecting an ensemble of classifiers: a simple error-only strategy, where a group of independently ‘good’ classifiers is first selected and then aggregated, and a strategy which considers, during
the training process, every classifier in the context of the ensemble and selects a group of classifiers with a high degree of diversity. We have focused our attention on ensembles of classifiers where diversity derives from different ensemble members using different feature sub-sets.

Since the objective of the evaluation has been to assess the feature selection strategies the comparison has been done using a simple hill-climbing search strategy. The strategies could be employed in a more comprehensive search algorithm such as a genetic algorithm or beam search.

Since there is a clear trade-off between diversity and error in the selection of the ensemble members the key question was; would diverse ensembles of (possibly) less accurate classifiers outperform ensembles of good classifiers with perhaps less diversity. The answer to this has proved to be ‘yes’ but it does depend on the careful management of the trade-off between error and ambiguity that is implemented in the AmbHC algorithm as described in Figure 2.

This is interesting because it highlights something of a paradox associated with ensembles. It shows that it can be a good thing to have a committee of experts consistently voting 5 : 4 in favour of a prediction rather than 8 : 1. In fact, we are proposing selecting experts in a manner that will push down consensus in the committee. Intuitively, this is not what you want from a committee of physicians discussing your particular illness! You would like the committee of physicians to agree. A resolution of this paradox is as follows. If the committee members are very accurate there is little benefit in diversity; indeed there is little benefit in ensembles in classification tasks where accuracies of >93% (say) are achievable with a single classifier. However, ensembles make sense where individual classifiers have significant errors (say > 15%). In such cases, instead of adding a new very accurate committee member that makes the same errors as existing members in the ensemble it is sensible to add a member that makes different errors, one that has a different set of competences. There is no benefit in adding members that will change votes of 8:1 to 9:1.

Perhaps the most interesting finding of this research is the fact that the ambiguity-focused learners have less features and the implication that these ensemble members are local learners. This may prove useful in understanding the contribution of ensembles in reducing error and may lead to an increase in the interpretability of ensembles. This will be the subject of our future research.
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Abstract. It is well known that the naive Bayesian classifier is linear in binary domains. However, little work is done on the learnability of the naive Bayesian classifier in nominal domains, a general case of binary domains. This paper explores the geometric properties of the naive Bayesian classifier in nominal domains. First we propose a three-layer measure for the linearity of functions in nominal domains: hard linear, soft nonlinear, and hard nonlinear. We examine the learnability of the naive Bayesian classifier in terms of that linearity measure. We show that the naive Bayesian classifier can learn some hard linear and some soft nonlinear nominal functions, but still cannot learn any hard nonlinear functions.

1 Introduction

Learning classifiers from examples is an important issue in machine learning research. A classifier is a function that assigns a class label to an example. Assume $A_1, A_2, \ldots, A_n$ are $n$ attributes. An example $E$ is represented by a vector $(a_1, a_2, \ldots, a_n)$, where $a_i$ is the value of $A_i$. There are two types of attributes: nominal (taking values from a finite set) and numeric (taking values from a continuous range). We restrict our discussion to nominal attributes in this paper. Let $C$ represent the classification variable, which takes values $+$ (positive class) or $-$ (negative class), and let $c$ be the value that $C$ takes.

Numerous approaches to learning classifiers, such as decision trees, neural networks, and instance-based learning, have been studied. In recent years, probability approaches to learning classifiers have been extensively investigated. According to Bayes Theorem, the probability of an example $E = (a_1, a_2, \ldots, a_n)$ being in class $c$ is

$$p(c|E) = \frac{p(a_1, a_2, \ldots, a_n|c)p(c)}{p(a_1, a_2, \ldots, a_n)}.$$ 

$E$ belongs to the class $C = +$ iff

$$g(E) = \frac{p(C = +)p(a_1, a_2, \ldots, a_n|C = +)}{p(C = -)p(a_1, a_2, \ldots, a_n|C = -)} \geq 1,$$

where $g(E)$ is called a Bayesian classifier.
Assume all attributes are independent given the class value (conditional independence), then
\[ p(a_1, a_2, \cdots, a_n | c) = \prod_{i=1}^{n} p(a_i | c). \]

The corresponding Bayesian classifier \( g(E) \) is then:
\[ g(E) = \frac{p(C = +)}{p(C = -)} \prod_{i=1}^{n} \frac{p(a_i | C = +)}{p(a_i | C = -)}. \]

where \( g(E) \) is called a naive Bayesian classifier or, in short, Naive Bayes.

Naive Bayes is easy to construct simply by estimating the value of \( p(a_i | c) \) from training examples. Intuitively this might be not accurate, because the conditional independence assumption rarely holds true. To some extent, however, this intuition is not correct. Many empirical comparisons between Naive Bayes and C4.5 [9] showed that Naive Bayes predicts just as well as C4.5 [7,6].

In recent years, researchers have attempted to uncover reasons for the good performance of Naive Bayes. Domingos and Pazzani [1] presented an explanation: even though Naive Bayes alters the probability distribution of a class, the class with the maximum probability may still be the same. This is verified by Frank’s work, which shows that the performance of Naive Bayes is much worse when it is used for regression (predicting a continuous value).

One interesting and fundamental question is the learnability of Naive Bayes. It is well-known that Naive Bayes can create only linear frontiers in binary domains [2]. That is, Naive Bayes can learn only linearly separable concepts in binary domains. For nominal domains, a general case of binary domains, there is no satisfying result. Attributes in nominal domains can have more than two values. Assume \( A_1, A_2, \cdots, A_n \) are \( n \) nominal attributes, each attribute \( A_i \) may have \( m \) values \( a_{i1}, a_{i2}, \cdots, a_{im} \) (\( m \geq 2 \)). Domingos and Pazzani [11] and Peot [8] introduced \( m \) new Boolean attributes \( B_{i1}, B_{i2}, \cdots, B_{im} \) for each attribute \( A_i \), and proved that Naive Bayes is linear over these new binary attributes. However, the linear separability on \( n \) original attributes is transformed to \( m_1 \times m_2 \cdots \times m_n \) new attributes. To our knowledge, there is no general result for the linearity of Naive Bayes on original nominal attributes.

Given a function in nominal domains, however, how can we define linearity or linear separability? Typically, linearity is a geometric term on the Euclidean space \( \mathbb{R}^n \) (\( \mathbb{R} \) is the set of all real numbers), but nominal attributes do not have direct geometric meaning. We must map nominal attributes into numeric ones to discuss the linearity property of a function. The tricky issue is that different mappings may result in different results of linearity.

On the other hand, it is obvious that different functions in nominal domains may present different difficulties for Naive Bayes to learn. It is natural to ask the following questions: Can the complexity of a function be measured in terms of its geometric properties? Is there any relation between the geometric properties of a function and the learnability of Naive Bayes?
The motivation of this paper is to explore the learnability of Naive Bayes by answering the two questions above. The remainder of this paper is organized as follows. Section 2 introduces necessary definitions and briefly reviews the results in the upper bound on the learnability of Naive Bayes. Section 3 proposes a three-layer measure for the linearity of a function, and proves a sufficient and necessary condition for hard nonlinearity, and then examines the learnability of Naive Bayes in terms of that measure. In the conclusions, we summarize our results and outline our future work.

2 The Upper Bound on the Learnability of Naive Bayes

As mentioned above, Naive Bayes is a linear classifier in binary domains. Let us briefly review the relevant results [2].

Suppose that attributes $A_1, A_2, \ldots, A_n$ are binary, taking value 0 or 1. Let $p_i$ and $q_i$ represent the probability $p(A_i = 1|C = +)$ and $p(A_i = 1|C = -)$ respectively, $E = (a_1, \cdots, a_n)$ be an example. Then the corresponding Naive Bayes $G(E)$ is:

$$G(E) = \frac{p(C = +)}{p(C = -)} \prod_{i=1}^{n} \frac{p_i^{a_i}(1-p_i)^{1-a_i}}{q_i^{a_i}(1-q_i)^{1-a_i}}. \tag{1}$$

It is straightforward to obtain a linear classifier by applying a logarithm to the above equation.

Two points should be noted here. First, we actually implicitly use a mapping from the two nominal values (such as red and blue) of a binary attribute to $\{0, 1\}$. Second, we cannot get a similar result when any of $A_i$ has more than two values. Thus, we cannot simply extend the result in binary domains to nominal domains.

We begin our discussion on the linearity of Naive Bayes with a few definitions.

**Definition 1** Given $n$ nominal attributes $A_1, A_2, \cdots, A_n$, and two classification labels $\{+,-\}$, a function $f$ from $A_1 \times A_2 \cdots \times A_n$ to $\{+,-\}$ is called an $n$-dimensional nominal function.

Zhang and Ling [12] proved that if a nominal function $f$ “contains” an XOR, then no Naive Bayes can represent it. So, roughly, XOR is the upper bound of Naive Bayes. We give detailed definitions of “contain” below, since we will use this term in the next section.

**Definition 2** Assume $f$ is an $n$-dimensional nominal function on $A_1, A_2, \cdots, A_n$. An $(n-1)$-dimensional partial function $f_p$ of $f$ on $A_1, \cdots, A_{i-1}, A_{i+1}, \cdots, A_n$, and $A_i = a_{ij}$, is called an $(n-1)$-dimensional subfunction at $A_i = a_{ij}$, denoted by $f(a_{ij})$, where $1 \leq i \leq n$.

To get a $k$-dimensional subfunction of $f$ is straightforward, by fixing $n - k$ attributes, $2 \leq k \leq n - 1$. 

Definition 3 An n-dimensional nominal function \( f \) is said to contain a tangent XOR, if there is a 2-dimensional subfunction \( f_p \) on attributes \( A_i \) and \( A_j \), and each of them has two distinct values \( a_i \) and \( \bar{a}_i \), \( a_j \) and \( \bar{a}_j \), respectively, such that a partial function \( f_{p'} \) of \( f_p \) on \( \{a_i, \bar{a}_i\} \times \{a_j, \bar{a}_j\} \) is an XOR function.

Definition 4 Assume \( f \) is an \( n \)-dimensional nominal function. \( f \) is said to contain a diagonal XOR if there are two attributes \( A_i \) and \( A_j \), each of which has two distinct values, \( a_i, \bar{a}_i \) and \( a_j, \bar{a}_j \), respectively, such that:

\[
\begin{align*}
    f(a_1, \ldots, a_i, \ldots, a_j, \ldots, a_n) &= + \\
    f(a_1, \ldots, a_i, \ldots, \bar{a}_j, \ldots, a_n) &= - \\
    f(\bar{a}_1, \ldots, a_i, \ldots, a_j, \ldots, \bar{a}_n) &= - \\
    f(\bar{a}_1, \ldots, a_i, \ldots, \bar{a}_j, \ldots, \bar{a}_n) &= +
\end{align*}
\]

where \( a_l \) and \( \bar{a}_l \) are two distinct values of \( A_l \), \( l \neq i \) and \( j \).

Definition 5 An \( n \)-dimensional nominal function \( f \) is said to contain an XOR if and only if \( f \) contains a tangent XOR or a diagonal XOR.

3 Geometric Properties of Naive Bayes

Containing an XOR of a nominal function is a basic concept in this paper. It has been proved that Naive Bayes cannot learn any function containing XOR \(^{[12]}\). However, what is the relation between a function containing an XOR and its geometric linearity? We propose a measure for the geometric linearity of a function, and show that there is a close relation between a function’s containing an XOR and its linear separability. Then we examine the learnability of Naive Bayes on functions with different linearity.

3.1 Measure for the Linearity of Nominal Functions

We have to map nominal attributes of a function into numeric ones in order to discuss its linearity. Since the values of a nominal attribute have no order, it is reasonable to map a nominal value into an arbitrary real number without conflicting with the mapping of another attribute value.

Definition 6 Given \( n \) numeric attributes \( A_1, A_2, \ldots, A_n \), and two classification labels \( \{+, -\} \), a function \( f \) from \( A_1 \times A_2 \cdots \times A_n \) to \( \{+, -\} \) is called \( n \)-dimensional numeric function.

Definition 7 Given a nominal attribute \( A = \{a_1, a_2, \ldots, a_m\} \), a numeric attribute mapping \( \Gamma \) is defined as a function from \( A \) to \( \mathcal{R} \), such that for each \( a_i \), \( 1 \leq i \leq m \), we have \( \Gamma(a_i) = x_i, x_i \in \mathcal{R} \) and \( x_i \neq x_j \) if \( i \neq j \).
Let us review the conclusion that Naive Bayes is a linear classifier in binary domains. As discussed in Section 2, this conclusion comes from an implicit assumption that the two values of each binary attribute are mapped into \( \{0, 1\} \). Obviously, other reasonable mappings also exist, since we can map the two values of a binary attribute into any two different real numbers. Then we can no longer get Equation \( \mathbb{I} \). Since the mapping affects the geometric properties of a nominal function, what we are interested in are the properties that are independent of mappings.

**Definition 8** Given a nominal function \( f \) on nominal attributes \( A_1, A_2, \ldots, A_n \), an attribute mapping vector \( \Omega = (\Gamma_1, \Gamma_2, \ldots, \Gamma_n) \) is called a numeric function mapping of \( f \), where \( \Gamma_i \) is the numeric attribute mapping of \( A_i \), \( i = 1, 2, \ldots, n \). The resulting numeric function \( f_{\Omega} \) is defined below:

\[
f_{\Omega}(\Gamma_1(A_1), \Gamma_2(A_2), \ldots, \Gamma_n(A_n)) = f(A_1, A_2, \ldots, A_n).
\]

After \( f \) is mapped to \( f_{\Omega} \) in the Euclidean space, geometrically, \( f_{\Omega} \) corresponds to an \( n \)-dimensional hypercube, and each \((n-1)\)-dimensional subfunction \( f(a_{ij}) \) corresponds to an \((n-1)\)-dimensional surface of the hypercube, denoted by \( H_{ij} \). Note that an \((n-1)\)-dimensional surface is also an \( n \)-dimensional hyperplane. Each assignment of all attributes corresponds to a vertex of the hypercube with a class label. Let \( W^+ \) and \( W^- \) represent all positive and negative vertices respectively. Then we have the following definition.

**Definition 9** A numeric function \( f_{\Omega} \) is linearly separable if there is a hyperplane \( H \) to separate \( W^+ \) from \( W^- \), where \( H = \sum_{i=1}^{n} w_i A_i + w_0 \), \( w_i \in \mathbb{R} \).

Geometrically, if \( f_{\Omega} \) is linearly separable, then there is an \( n \)-dimensional hyperplane slicing the hypercube of \( f_{\Omega} \), such that all positive vertices lie on the one side of the hyperplane and all negative vertices on its opposite side. Therefore, the problem of linear separability becomes the problem in which a hyperplane slices a hypercube \([10]\). As mentioned earlier, since we only care about the properties independent of mappings, we can freely move a surface \( H_{ij} \) of \( f_{\Omega} \) (corresponding to an \( f \)’s \((n-1)\)-dimensional subfunction \( f(a_{ij}) \)), which corresponds to assigning a different mapping value to \( a_{ij} \); or we can freely exchange the positions of any two distinct surfaces \( H_{ij} \) and \( H_{ik} \), which corresponds to exchanging the mapping values of \( a_{ij} \) and \( a_{ik} \). Since moving a surface or exchanging two surfaces corresponds to a different mapping, we will use these two operations in the proof of theorems later.

**Definition 10** (1) A nominal function \( f \) is called hard linear, if for any numeric function mapping, the resulting numeric function is linearly separable.

(2) A nominal function \( f \) is called soft nonlinear if it is not a hard linear function, and there exists a numeric function mapping such that the resulting numeric function is linearly separable.

(3) A nominal function \( f \) is called hard nonlinear if for any numeric function mapping, the resulting numeric function is not linearly separable.
Definition 10 proposes three layers to measure the linearity of nominal functions, independent of specific mappings. In binary domains, however, only two layers are needed, as given by the following Theorem.

**Theorem 1.** There is no soft nonlinear Boolean function in binary domains.

**Proof:** Suppose that $f$ is a Boolean function on binary attributes $B_1, \ldots, B_n$, and there is a numeric function mapping $\Omega = (\Gamma_1, \ldots, \Gamma_n)$, where $\Gamma_i(b_{ij}) = x_{ij}$ ($b_{ij}$ is the value of $B_i$, $i = 1, \ldots, n$, $j = 1, 2$), such that the resulting numeric function $f_\Omega$ is linearly separable. Then there is a hyperplane $H$ to separate $f_\Omega$. Assume $H = \sum_{i=1}^n w_i x_i + w_0$, $w_i \in \mathbb{R}$.

For any other mapping $\Omega' = (\Gamma'_1, \ldots, \Gamma'_n)$, where $\Gamma'_i(b_{ij}) = x'_{ij}$ ($i = 1, \ldots, n$, $j = 1, 2$), the following hyperplane

$$H' = \sum_{i=1}^n w_i \left( \frac{x_i - x'_{i1}}{x'_{i2} - x'_{i1}} (x_{i2} - x_{i1}) + x_{i1} \right) + w_0$$

will separate the resulting function $f_{\Omega'}$.

A straightforward result from Theorem 1 is that Naive Bayes is linear in binary domains regardless of mapping. That means that linearity in binary domains is simple. However, the linearity in nominal domains is more complex. As we will show in the following subsections, the learnability of Naive Bayes in the three layers of linearity is different.

### 3.2 Hard Linear Nominal Functions

Consider the $m$-of-$n$ functions. An $m$-of-$n$ function is a Boolean function that is true if $m$ or more out of $n$ Boolean variables are true. Clearly, if the two values of each Boolean variable are mapped into $\{0, 1\}$, an $m$-of-$n$ function is linearly separable by the hyperplane $\sum_{i=1}^n x_i - m = 0$, where $x_i \in \{0, 1\}$. So it is hard linear by Theorem 1. It can be verified that some $m$-of-$n$ functions are learnable to Naive Bayes, such as 13-of-25, 30-of-60, 31-of-60 [11]. However, not all $m$-of-$n$ functions are learnable to Naive Bayes. Domingos and Pazzani [1] showed that for the concept 8-of-25, Naive Bayes gives an incorrect answer of 1 (instead of 0), when just six or seven input Boolean variables are true. This result is independent of mapping, since all variables are Boolean in an $m$-of-$n$ function.

The above example shows that Naive Bayes can learn only a subset of hard linear nominal functions. Zhang and Ling [11] presented a sufficient and necessary condition for an $m$-of-$n$ function to be learnable to Naive Bayes. But for an arbitrary linear function, such a condition is still unknown.

### 3.3 Soft Nonlinear Nominal Functions

Soft nonlinear nominal functions are those functions that are nonlinear under some mappings, but linear under others. The following is an example.
Let $A = \{a_1, a_2, a_3\}$, $B = \{b_1, b_2, b_3\}$, the nominal function $f_1$ is defined as follows: $f_1(a_1, b_1) = +$, $f_1(a_1, b_3) = +$, $f_1(a_3, b_1) = +$, $f_1(a_3, b_3) = +$, $f_1(a_2, *) = -$; $f_1(*) , b_2) = -$, where * means any valid values. Figure 1 (a) is the result of mapping $a_i$ and $b_i$ to $i$, $i = 1, 2, 3$. It is not linearly separable. However if we map $a_1, b_1$ to 1, and $a_3, b_3$ to 2, and $a_2$ to 5, $b_3$ to 4, the result, which is linearly separable, is shown in Figure 1 (b). Therefore, $f_1$ is soft nonlinear.

![Diagram](image)

**Fig. 1.** (a) Nonlinear result of $f_1$ (b) linear result of $f_1$

**Definition 11** A numeric attribute mapping $\Gamma$ on a nominal attribute $A = \{a_1, a_2, \cdots, a_m\}$ is called an integer mapping, if $\Gamma$ is a one-to-one mapping from $\{a_1, a_2, \cdots, a_m\}$ to $\{1, 2, \cdots, m\}$, denoted by $\Gamma_I$.

From Definition 4 we know that $\Gamma_I$ is a special case of arbitrary $\Gamma$, since nominal attribute values are mapped one-to-one into a fixed set of integers. Indeed, application of Naive Bayes on real-world datasets often requires that all attributes be converted into nominal attributes, which are commonly represented internally by integers from 1 to $k$ for $k$ different values. Therefore, integer mapping is a typical and useful mapping in real applications.

Consider a Naive Bayes $G$ on two specific nominal attributes $A$ and $B$, where $A = \{a_1, a_2, a_3\}$, $B = \{b_1, b_2, b_3\}$, and Table 1 is the conditional probability table (CPT) for $A$, and $B$ has the same CPT as $A$. Assume $\Gamma_{IA}$ and $\Gamma_{IB}$ are

<table>
<thead>
<tr>
<th></th>
<th>$A = a_1$</th>
<th>$A = a_2$</th>
<th>$A = a_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C = -$</td>
<td>0.3</td>
<td>0.4</td>
<td>0.3</td>
</tr>
<tr>
<td>$C = +$</td>
<td>0.5</td>
<td>0.0</td>
<td>0.5</td>
</tr>
</tbody>
</table>

**Table 1.** The conditional probability table for $A$. 
integer mappings from $A$ and $B$ to $\{1, 2, 3\}$ respectively, such that $\Gamma_{IA}(a_i) = i, \Gamma_{IB}(b_i) = i, i = 1, 2, 3$. It is easy to verify that the classifications of $G$ are the same as in Figure \ref{fig:classification} (a) after mapped to a two-dimensional Euclidean plane. So, $f_1$ is learnable to $G$.

Therefore, Naive Bayes can learn some soft nonlinear nominal functions. This conclusion is quite different from that in binary domains. As we have shown, there are no soft nonlinear functions in binary domains; a function is either hard linear, or hard nonlinear, and Naive Bayes can only learn some of hard linear functions. In nominal domains, however, there are soft nonlinear functions, which are nonlinear under some mappings, and Naive Bayes can actually learn some of them. This may explain why the performance of Naive Bayes is quite good in real-world datasets in which attributes are nominal (since continuous attributes are often discretized to nominal attributes).

### 3.4 Hard Nonlinear Nominal Functions

Consider the XOR function. Let $A = \{a, \bar{a}\}, B = \{b, \bar{b}\}$, the XOR function $f_2$ is defined as: $f_2(a, b) = +, f_2(a, \bar{b}) = -, f_2(\bar{a}, b) = -, f_2(\bar{a}, \bar{b}) = +$. It is easy to verify that $f_2$ is hard nonlinear.

We now establish a sufficient and necessary condition for the hard nonlinearity of a function.

**Lemma 1.** If an $n$-dimensional nominal function $f$ has an $(n-1)$-dimensional subfunction $f(a_{ij})$ with an identical class (called identical subfunction), where $a_{ij}$ is a value of attribute $A_i$, then $f$ is hard nonlinear if and only if $f$’s partial function $f_p$ on $A_1, A_2, \cdots, A_i - \{a_{ij}\}, \cdots, A_n$ is hard nonlinear.

**Proof:** It is obvious that if $f_p$ is hard nonlinear, $f$ is hard nonlinear too.

If $f_p$ is not hard nonlinear, then there is a numeric function mapping $\Omega$, such that after applying it on $f_p$, the resulting numeric function $f_p\Omega$ is linearly separable. Then there is a hyperplane $H$: $\sum_{j=1}^{n} w_j A_j + w_0 = 0$ to separate $f_p\Omega$.

Suppose that the vertices above $H$ have class label +, and the vertices under $H$ have class label -. Assume that $H_{ik}$ is the surface corresponding to subfunction $f(a_{ik}), k = 1, \cdots, m$. We put $H_{ij}$ on the side of $H$ with the same class label and move it any distance from other surfaces $H_{ik}, k \neq j$. If $H$ is exactly perpendicular to $H_{ij}$, we can adjust $H$ slightly to make it not perpendicular to $H_{ij}$, while keeping the separation. This is possible since there are only finite vertices on the hypercube. Then it is obvious that if we move $H_{ij}$ far enough, it will be totally on the one side of $H$, since $H$ is not perpendicular to $H_{ij}$.

The current positions of $H_{ik}$ for $k = 1, \cdots, m$, correspond to a numeric function transform of $f$. Applying this transform, the resulting numeric function $f_\Omega$ must be linearly separable by $H$. Therefore, $f$ is not hard nonlinear too.

Lemma \ref{lem:hard_nonlinear} shows that the identical surface has no influence on the linearity of a function, so it can be freely removed without affecting the linearity.

Now we begin to discuss the relation between a nominal function containing XOR and its nonlinearity.
Lemma 2. Suppose $f$ is a 2-dimensional nominal function. If $f$ does not contain an XOR, then $f$ is not hard nonlinear.

Proof: Suppose that $f$ is a 2-dimensional nominal function on attributes $A$ and $B$ and does not contain an XOR. After applying a numeric function mapping $\Omega$, we get a corresponding numeric function $f_\Omega$. $f_\Omega$ can be illustrated by a matrix $M$ on $\mathbb{R}^2$ which consists of a set of vertices with class labels, as shown in Figure 1. Because $f$ does not contain an XOR, it can be proved that $M$ will be empty after successively removing the identical rows and columns of $M$. According to Lemma 1, $f$ is not hard nonlinear.

Theorem 2 below establishes a close relation between a function containing an XOR and its nonlinearity.

Theorem 2. An $n$-dimensional nominal function $f$ is hard nonlinear if and only if it contains an XOR.

See Appendix 1 for the proof of this theorem.

Interestingly enough, XOR is also related to the linearity of other classifiers. For example, the perceptron is linear since it cannot represent XOR.

Theorem 3. Naive Bayes cannot learn any hard nonlinear nominal function.

Proof: Since Naive Bayes cannot learn any nominal functions containing an XOR and, according to Theorem 2, a nominal function is hard nonlinear if and only if it contains an XOR, Naive Bayes cannot learn any hard nonlinear nominal function.

4 Empirical Experiment

In the above section, we proved that any hard nonlinear function is not learnable to Naive Bayes, and that a nominal function is hard nonlinear if and only if it contains an XOR. According to that result, it is intuitive that the more XORs contained in a nominal function, the more difficulty for it to be learnable to Naive Bayes. We have verified this statement by the empirical experiment below.

We randomly generate an augmented Naive Bayes (ANB) $G$, and count the number of XORs contained in $G$. Then we draw a dataset from $G$ at random by logical sampling. A Naive Bayes $N_G$ is trained and applied to that dataset by 5-fold cross-validation. Then we can observe the relation between the number of XORs contained in $G$ and the classification accuracy of $N_G$. We try different ANBs, and the results are similar. The following figure shows the results of two cases, in which the ANBs have six nodes and five edges, and eight nodes and seven edges respectively. We repeat the above process 10,000 times in both cases.

In Figure 2, the solid lines plot the classification accuracy of the target ANBs. Note that the accuracy is not 1, because not every example drawn by logical sampling is consistent to the classification of the target ANB. The dotted lines
are the classification accuracy of Naive Bayes. Clearly, the difference between the solid and dotted lines increases significantly in both cases, as the number of XORs contained in the target ANB increases. Approximately, the difference grows from six percent to nineteen percent.

The above experiment verifies our expectation that the more XORs contained in a nominal function, the more difficulty for it to be learnable to Naive Bayes. This provides us with the evidence that Naive Bayes cannot learn any hard nonlinear functions.

5 Conclusions

We investigated the linearity of nominal functions by introducing a three-layer measure: hard linear, soft nonlinear, and hard nonlinear. We discussed the learnability of Naive Bayes in term of the three layers of linearity. Our results showed that Naive Bayes can learn some hard linear and some soft nonlinear functions, but it cannot learn any hard nonlinear functions. Our experiment also verified that hard nonlinear functions are more difficult to be learned by Naive Bayes.

Our work establishes two fundamental facts. One is the limitation of Naive Bayes in terms of geometric properties of the nominal functions. The other is that linearity is an appropriate measure for the complexity of nominal functions in Bayesian learning.

From the theoretical results of our paper, Naive Bayes is quite limited in its learnability in nominal domains. A natural question is, what is the reachable upper bound on the learnability of Naive Bayes? That is, how well can Naive Bayes approximate a nonlinear function, even though it cannot represent it perfectly? This is one of our future research topics.
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**Appendix: Proof of Theorem 2**

Suppose that \( f \) contains an XOR. By Definition 5, there is a tangent XOR or a diagonal XOR in \( f \). When \( f \) is mapped to \( \mathbb{R}^n \), there should exist a 2-dimensional plane \( H_2 \) containing an XOR. It is obvious that the XOR cannot disappear whatever numeric function mappings are applied. Moreover, for any hyperplane \( H \) to separate \( f \), its projection onto \( H_2 \) should separate the XOR on \( H_2 \). Therefore, such a hyperplane \( H \) does not exist. So function \( f \) is nonlinear regardless of mappings. That is, \( f \) is hard nonlinear.

Suppose \( f \) does not contain an XOR. We apply induction on \( f \)'s dimension \( n \).

Let \( n = 2 \). From Lemma 2 we know that \( f \) is not hard nonlinear.

Suppose when \( n = m - 1 \), all \((m-1)\)-dimensional nominal functions not containing an XOR are not hard nonlinear, where \( m \geq 3 \).

Consider \( n = m \). Suppose \( f \) is an \( m \)-dimensional nominal function on attributes \( A_1, A_2, \cdots, A_m \) and does not contain an XOR. Applying a numeric function mapping \( \Omega \) on \( f \), the resulting numeric function is \( f_\Omega \) and \( f_\Omega(a_{m1}), \cdots, f_\Omega(a_{mk}) \) correspond to all of \( f \)'s \((m-1)\)-dimensional subfunctions \( f(a_{m1}), \cdots, f(a_{mk}) \) on \( A_m \). Suppose all \( f(a_{m1}), \cdots, f(a_{mk}) \) are not identical (otherwise we can delete it by Lemma 1).

Since none of \( f(a_{m1}), \cdots, f(a_{mk}) \) contains an XOR, \( f_\Omega(a_{m1}), \cdots, f_\Omega(a_{mk}) \) are all linearly separable. So there are \( k \) \((m-1)\)-dimensional hyperplanes \( H_1, \cdots, H_k \) to separate \( f_\Omega(a_{m1}), \cdots, f_\Omega(a_{mk}) \) respectively.

When \( k = 2 \), if \( H_1 \) and \( H_2 \) are parallel, we can construct an \( m \)-dimensional hyperplane \( H \) from \( H_1 \) and \( H_2 \) to separate \( f_\Omega \). When \( H_1 \) and \( H_2 \) have the same orientation, we can also construct an \( m \)-dimensional hyperplane \( H \) from \( H_1 \) and \( H_2 \) to separate \( f_\Omega \). When \( H_1 \) and \( H_2 \) have different orientation, \( f \) should contain an XOR.

If \( k > 2 \), \( H_1, H_2, \cdots, H_k \) should have the same orientation. Then we can sort \( H_1, H_2, \cdots, H_k \) in an decreasing order of the vertex number above each hyperplane. Suppose that the resulting sequence is \( H_{k1}, H_{k2}, \cdots, H_{kk} \). We construct an \( m \)-dimensional hyperplane \( H \) from \( H_{k1}, H_{k2} \). Then for each \( H_{ki} \) from \( i = 3 \) to \( k \), since the number of vertices above \( H_{ki} \) is not greater than those above \( H_{k1}, \cdots, H_{k(i-1)}, \) and there are only finite vertices, it is easy to adjust the angle of \( H \) by moving \( H_{k1}, \cdots, H_{k(i-1)} \) away from \( H_{ki} \) to separate \( f_\Omega(a_{mk1}) \) while separating \( f_\Omega(a_{mk2}), \cdots, f_\Omega(a_{mk(i-1)}) \). Since \( k \) is finite, the hyperplane \( H \) constructed above will separate all \( H_{k1}, H_{k2}, \cdots, H_{kk} \). So \( f_\Omega \) is linearly separable. Therefore, \( f \) is not hard nonlinear.

\[1\] Here orientation is the angle of the intersection of \( H_i \) and the hyperplane perpendicular to \( f_\Omega(a_{mi}) \)
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Support Vectors for Reinforcement Learning

Thomas G. Dietterich and Xin Wang
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Abstract. Support vector machines introduced three important innovations to machine learning research: (a) the application of mathematical programming algorithms to solve optimization problems in machine learning, (b) the control of overfitting by maximizing the margin, and (c) the use of Mercer kernels to convert linear separators into non-linear decision boundaries in implicit spaces. Despite their attractiveness in classification and regression, support vector methods have not been applied to the problem of value function approximation in reinforcement learning. This paper presents three ways of combining linear programming with kernel methods to find value function approximations for reinforcement learning. One formulation is based on the standard approach to SVM regression; the second is based on the Bellman equation; and the third seeks only to ensure that good actions have an advantage over bad actions. All formulations attempt to minimize the norm of the weight vector while fitting the data, which corresponds to maximizing the margin in standard SVM classification. Experiments in a difficult, synthetic maze problem show that all three formulations give excellent performance. However, the third formulation is much more efficient to train and also converges more reliably. Unlike policy gradient and temporal difference methods, the kernel methods described here can easily adjust the complexity of the function approximator to fit the complexity of the value function.
Combining Discrete Algorithmic and Probabilistic Approaches in Data Mining

Heikki Mannila

Nokia Research Center and Helsinki University of Technology

Abstract. Data mining research has approached the problems of analyzing large data sets in two ways. Simplifying a lot, the approaches can be characterized as follows. The database approach has concentrated on figuring out what types of summaries can be computed fast, and then finding ways of using those summaries. The model-based approach has focused on first finding useful model classes and then fast ways of fitting those models. In this talk I discuss some examples of both and describe some recent developments which try to combine the two approaches.
Statistification or Mystification? The Need for Statistical Thought in Visual Data Mining

Antony Unwin
Augsburg University

Abstract. Many graphics are used for decoration rather than for conveying information. Some purport to display information, but provide insufficient supporting evidence. Others are so laden with information that it is hard to see either the wood or the trees. Analysing large data sets is difficult and requires technically efficient procedures and statistically sound methods to generate informative visualisations. Results from big data sets are statistics and they should be statistically justified. Graphics on their own are indicative, but not substantive. They should inform and neither confuse nor mystify.

This paper will NOT introduce any new innovative graphics, but will discuss the statistification of graphics - why and how statistical content should be added to graphic displays of large data sets. (There will, however, be illustrations of the Ugly, the Bad and the possibly Good.)
The Musical Expression Project: A Challenge for Machine Learning and Knowledge Discovery

Gerhard Widmer
Dept. of Medical Cybernetics and Artificial Intelligence, University of Vienna, and Austrian Research Institute for Artificial Intelligence, Vienna
gerhard@ai.univie.ac.at

Abstract. This paper reports on a long-term inter-disciplinary research project that aims at analysing the complex phenomenon of expressive music performance with machine learning and data mining methods. The goals and general research framework of the project are briefly explained, and then a number of challenges to machine learning (and also to computational music analysis) are discussed that arise from the complexity and multi-dimensionality of the musical phenomenon being studied. We also briefly report on first experiments that address some of these issues.

1 Introduction

This paper presents a long-term inter-disciplinary research project situated at the intersection of musicology and Artificial Intelligence. The goal is to develop and use machine learning and data mining methods to study the complex phenomenon of expressive music performance (or musical expression, for short). Formulating formal, quantitative models of expressive performance is one of the big open research problems in contemporary (empirical and cognitive) musicology. Our project develops a new direction in this field: we use inductive learning techniques to discover general and valid expression principles from (large amounts of) real performance data. The project, financed by a generous research grant by the Austrian Federal Government, started in early 1999 and is intended to last at least six years. The research is truly inter-disciplinary, involving both musicologists and AI researchers. We also expect to contribute new results to both disciplines involved, and our first experimental results show that this is realistic — for instance, in [26] both a new, general rule learning algorithm and some interesting, novel musical discoveries are presented.

In recent years, there has been an increasing number of attempts, in the field of empirical musicology, to formulate quantitative, mathematical or computational models of (aspects of) expressive performance (e.g., [11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21]). This work has produced a wealth of detailed hypotheses and insights, but has often been based on rather limited sets of performance data (which were sometimes also produced under ‘laboratory conditions’). What distinguishes our project is the use of large amounts of ‘real-world’ data, and the application of inductive learning methods to discover interesting and possibly novel patterns and
regularities in the data. In short, we aim at performing the most data-intensive investigations ever done in musical expression research.

The purpose of the present paper is to give an overview of the project and its current state, and to discuss the challenges that this application problem presents to machine learning and knowledge discovery. In section 2, we explain the basic notions of expressive music performance. Section 3 sketches the general research framework of the project and briefly touches upon the enormous difficulties involved in data acquisition and preparation (an aspect often neglected in machine learning publications). Section 4 looks at the problem from a machine learning point of view and discusses some of the particular challenges posed by the complex nature of the target phenomenon. Section 5 briefly summarizes some interesting results obtained so far and talks about some of our ongoing research.

2 Expressive Music Performance

When played exactly as notated in the musical score, a piece of music would sound utterly mechanical and lifeless; it is both unmusical and physically impossible for a musician to perform a piece with perfectly constant tempo, even loudness, etc. What makes a piece of music come alive (and what makes some performers famous) is the art of music interpretation, that is, the artist’s understanding of the structure and ‘meaning’ of a piece of music, and his/her (conscious or unconscious) expression of this understanding via expressive performance: a performer shapes a piece by continuously varying important parameters like tempo, dynamics (loudness), articulation, etc., speeding up at some places, slowing down at others, stressing certain notes or passages by various means, and so on. It is this shaping that can turn a lifeless piece of music into a moving experience, and that also makes both the composer’s and the performer’s ideas clear to the listener. What types of parameters are at a performer’s disposal partly depends on the instrument being played, but the most important dimensions are tempo and timing, dynamics (variations in loudness), and articulation (basically, the way successive notes are connected).

Expressive music performance plays a central role in our current musical culture, and musicologists are showing increased interest in understanding exactly what it is that artists do when they play music. Are there explainable and quantifiable principles that govern expressive performance? To what extent and how are ‘acceptable’ performances determined by the (structure of the) music? What are the cognitive principles that govern the production (in the performer) and the perception (in the listener) of expressive performances? And what does this have to do with how we experience music?

Our project hopes to contribute to answering the first two of these questions. We collect precise measurements of performances by skilled musicians, and try to detect patterns and regularities (and intelligible characterizations of these) via inductive learning. As we also enable the computer to recognize structural aspects of the music, potential relationships between expressive patterns and musical structure should emerge naturally from these investigations.
This approach is based on earlier work by the author [23,24], where it was shown that given some knowledge about musical structure, a computer can indeed learn general performance rules that produce rather sensible ‘interpretations’ of musical pieces. The central problem with these early studies was a lack of real performance data (the investigations were based largely on performances by the author himself). In our current work, we go beyond this by working with large collections of performances by skilled musicians, recorded on special instruments (pianos) that precisely measure and record each action of the performer. Ideally, we would also like to study the performance style of famous artists, on the basis of, e.g., audio CDs, but that will depend on the availability of computational methods for precise musical information extraction from audio, which is still an open problem in signal processing.

3 The Project: A High-Level View

To give the reader an impression of the complexity of such a ‘real-world’ knowledge discovery project, Fig. 1 sketches the overall structure of our approach. As explained above, the basic goal is to take recordings of pieces as played by musicians, measure the ‘expressive’ aspects (e.g., tempo fluctuations) in these, and apply some machine learning algorithms to these measurements in order to induce general, predictive models of various aspects of expressive performance (e.g., a set of classification or regression rules that predict the tempo deviations a pianist is likely to apply to a given piece). These models must then be validated, e.g., by comparing them to theories in the musicological literature, by applying them to new pieces and analysing the musical quality of the resulting computer-generated performances, and, of course, by measuring their generalization accuracy on unseen data. All this is sketched in the lower half of Fig. 1.

However, the story is much more complex. The problems involved in acquiring and pre-processing the data turned out to be formidable and forced us to develop a whole range of novel music analysis algorithms. And since we spent so much effort on these issues, I take the liberty of at least briefly mentioning them here.

3.1 Data Acquisition

The first problem was obtaining high-quality performances by human musicians (e.g., pianists) in machine-readable form. There are currently no signal processing algorithms that can extract the precise details of a performance from audio signals, so we cannot use sound recordings (e.g., audio CDs) as a data source. Our current source of information is the Boesendorfer SE290, a high-class concert grand piano that precisely measures every key, hammer, and pedal movement and records these measurements in a symbolic form similar to MIDI (though with higher precision). We did eventually manage to get large sets of performances that had been recorded on this instrument by a number of excellent pianists. For instance, we currently have performances of 17 complete piano sonatas by
W.A. Mozart as played by a highly skilled concert pianist. This data set corresponds to some 5 1/2 hours of music and contains around 150,000 notes. We also have performances, by a famous Russian pianist, of essentially the entire piano works by Frédéric Chopin (more than 9 hours of music, 300,000 notes, 2 million pedal measurements). This is a huge amount of data indeed; in fact, it is by far the largest collection of detailed performance measurements that has ever been compiled and studied in expression research.

Another line of current research, which cannot be discussed here, concerns the extraction of performance information directly from digital audio data, e.g., audio CDs [9] (see top left corner in Fig. 1). This will eventually allow us to also study at least certain limited aspects of expression in arbitrary recordings by famous artists.
3.2 Data Preprocessing

Preprocessing these data to make them usable for analysis and machine learning is a formidable task. What we need is not only the performances (i.e., information about how the notes were played), but also the notated music score (i.e., information about how the notes ‘should be’ played) and the exact note-to-note correspondence between the two. Manually coding musical scores consisting of tens of thousands of notes is not feasible; in order to get at the scores, we had to develop computational methods for extracting (re-constructing) the score information from the expressive performances themselves. The result is a whole range of new algorithms for music analysis problems like beat induction and tempo tracking i.e., inferring the metrical structure of the piece in the face of (sometimes rather extreme) tempo changes \[10,11\], quantization, i.e., inferring the ‘intended’ onset times and durations of notes in the underlying score \[2\], and inducing the correct enharmonic spelling of notes (e.g., G\# vs. Ab) \[3\], which is not merely an aesthetic issue, but absolutely vital for the correct interpretation of a musical passage.

The ‘raw’ score files extracted by these algorithms from the performance data (up to now, some 150,000 lines of text) still needed to be manually corrected and further annotated. And finally, the resulting score files were matched, in a semi-automatic process, with the performance files to establish the exact note-to-note correspondence; thousands of notes were manually identified and labelled as missing or extraneous (most of these are related to ornaments like trills etc.). From this information we could then finally compute all the detailed aspects of a performer’s expressive playing (e.g., tempo changes, articulation details etc.) that serve as training data in the inductive learning process.

3.3 Enhancing the Data: Musical Structure Analysis

The next problem concerns the representation of the music. What we are searching for are systematic connections between the structure of the music (e.g., harmonic, metrical, and phrase structure) and patterns in the performances (e.g., a gradual rise in loudness (crescendo) over a given phrase). The representation of the musical pieces must therefore be extended with an explicit description of certain structural aspects. Again, a complete manual analysis of a large number of complex pieces is infeasible or at least highly impractical, so there is a need for computational methods. In the context of our project, we have developed a number of new music analysis algorithms that make explicit different structural aspects of a piece such as its segment structure \[5\], categories of melodic motifs and their recurrence \[10,11\], and various types of common melodic, harmonic, and rhythmic patterns, as postulated by music theorists \[15\]. These algorithms are of general interest to musicology, as they constitute formal computational models of aspects of musical structure understanding that had not hitherto been sufficiently formalized in music theory. The analyses computed by these tools can be used as additional descriptors in the representation of musical pieces.
Fig. 2. Frédéric Chopin, Etude Op.10 No.3, mm.1–9, as played by three different pianists: dynamics (relative to average dynamics of entire piece) and tempo (relative to average tempo) of the melody.
4 Challenges to Machine Learning

The result of all these efforts are training data as exemplified in Fig. 2, which shows the dynamics and tempo deviations extracted from performances, by three different pianists, of a well-known piece by Frédéric Chopin. For the moment, we restrict our attention to how the melodies of the pieces are played (and neglect more complex aspects like interactions between different voices of a piece). All the three expression dimensions that we are currently studying — tempo/timing, dynamics, and articulation — can then be represented as curves that associate a particular tempo, loudness, or relative duration value with each melody note. Fig. 2 also contains a number of annotations added by the author to highlight different structural aspects of both the piece itself, and the performances. These will be of help in the following discussion.

The first question one might ask is: is there something to be learned at all? Isn’t expressive performance something intangible, something that reflects the artistic uniqueness of a performer and thus necessarily escapes any attempt at formalisation or explanation? A look at Fig. 2 reassures us: there are, of course, individual differences in the interpretations by the three pianists, but there are also very clear commonalities in the three curves. In other words, there seem to be some strong common principles at work that lead performers to do things in a similar way. And these common performance patterns must somehow be determined by the structure of the music being played.

In fact, this situation affords opportunities for at least two different types of learning. The one that better fits the ‘traditional’ inductive learning setting is learning to characterise and predict the commonalities between performances. In the simplest case, a learner that is given different performances of the same piece can be expected to find descriptions of those patterns that are common to most of the performances, and treat those situations where the individual performers differ as noise. Characterising common performance patterns that point to some fundamental underlying principles is indeed the primary goal of our project. But it would also be interesting to try to learn about characteristic differences between individual artists. Here, the problem is not to find out where two performers differ — that is directly obvious from the data — but to find classes of situations in which there is a systematic and explicitly characterisable difference in behaviour. This might be a novel problem for machine learning.

A related question is how much we can expect to learn and formalise. Clearly, we cannot expect artists to be entirely predictable. We will have to make do with models that explain only a (possibly small) fraction of the observed phenomena. This requirement favours learners that, rather than trying to cover all of the instance space, can focus on those subspaces where something can be learned and produce models that clearly indicate when something is outside their area of expertise. Some interesting results along these lines are reported in [26].

1 ‘Real’ noise (in the sense of mistakes or inaccuracies by the performer) is not much of a problem — high-class pianists are extremely precise, both in terms of motor control and in terms of their memory and capacity to reproduce particular expressive patterns over repeated performances.
Another fundamental question is: what are the target concepts? And that relates to a number of deep problems concerning representation, abstraction level, and context. At first sight, the curves in Fig. 2 are reminiscent of time series, which suggests the use of methods from time series analysis and forecasting. However, this is an inappropriate view. It is not so much the past states that determine how a curve is going to continue into the future; it is the structure of the underlying musical piece that partly determines what ‘shapes’ or ‘envelopes’ (in tempo, dynamics, etc.) a performer will apply to the music. The question then arises as to what exactly the scope of these ‘shapes’ is, and what the structural units in the music are to which these ‘shapes’ are applied — in other words, what is the appropriate abstraction level?

Actually, musical expression is a multi-level phenomenon. Good performances exhibit structure at several levels. Local deviations expressing detailed nuances (e.g., the stressing of a particular note) will be embedded in more extended, higher-level expressive shapes, such as a general accelerando–ritardando (speeding up – slowing down) over an entire phrase. For instance, the expression curves in Fig. 2 exhibit both local, note-level (see notes marked by asterisks) and more global structural patterns (e.g., a clear crescendo–decrescendo applied the medium-level phrase A.1 (dynamics curve), and an ever so slight accelerando–ritardando over phrase A in the tempo dimension). Thus, it will be necessary to learn models at different structural abstraction levels, which introduces the additional problems of discerning and separating multiple pattern levels in given training observations, and of combining learned models of different granularity at prediction time. Moreover, apart from the note and the phrase levels, there may be other, intermediate structural units relevant to explaining certain aspects of the curves. Discovering these is an intriguing musicological problem. One of our plans here is to study the utility of new substructure discovery algorithms [8].

Generally, the representation problem is a non-trivial one. There are many conceptual frameworks in which music can be described. Finding the most appropriate music-structural descriptors is a question of musicological interest. Systematic experimentation with different music-theoretic vocabularies will be necessary to identify these. In addition, the representation should capture the relevant context of notes and musical structures, which is a tricky issue not only because we do not know exactly how large this context should be, but also because there are also some highly non-local effects at work (e.g., when the recurrence of a melodic motif prompts the performer to ‘fall back’ into a previous pattern). As for the essentially relational nature of music, which would suggest the use of first-order logic for knowledge representation and Inductive Logic Programming for learning, it will be a matter of experimentation to study the trade-off between the increase in expressive power and the increase in search complexity implied by the use of ILP algorithms (see [14]).

Another interesting observation, which may be a source of new learning problems, is that the different target dimensions are very likely to interact or be inter-dependent. The performances in Fig 2 exhibit some clear parallels between dynamics and tempo, particularly in the case of some local deviations. For instance, there seems to be a strong correlation between dynamic emphasis and individual note lengthening (see the events marked by asterisks in Fig. 2). At
a higher level, one could construe a certain parallelism between the dynamics and tempo shapes of the second of the high-level phrases (B) (see the arcs in the dynamics and tempo plots), which would confirm a general hypothesis by musicologists.\(^2\) In general, performers have different means of stressing musical passages, by combining timing, dynamics, and articulation in certain ways. This suggests that expressive performance might be an ideal candidate domain for multi-task learning\(^7\), where multiple learning tasks are pursued in parallel using a shared representation, which presumably enables the learner to transfer information between different related problems. Moreover, we would be interested in an explicit characterisation of the connection between, say, timing and dynamics, if there is one. This seems to be a new type of learning problem.

And finally, there is the evaluation problem. How is one to evaluate and quantify the validity of a given theory in a domain where there is no unique ‘correct’ solution (there are usually many ‘acceptable’ ways of performing a piece)? The empirical evaluation methods used in machine learning (measuring classification accuracy and prediction error on unseen data, estimating true error via cross-validation etc.) do have their place here, but they need to be complemented with more music-specific methods that, while avoiding to make judgments concerning the musical or aesthetic quality of a performance, do account for musical aspects of a model’s predictions. This is a challenging research question for musicology and is beyond the scope of the present paper.

5 First Results and Ongoing Research

It is only rather recently that we have begun to perform systematic learning experiments with the huge data collections mentioned in section 3.1, so most of the above questions and challenges are still open. Our investigations so far have mostly concentrated on the note level, i.e., on describing and predicting how individual notes will be played, given various features of the notes and their immediate context. Here is a brief list of the most interesting results so far:

**Basic learnability:** In a first suite of experiments\(^25\), we succeeded in showing that even at the level of individual notes, there is structure that can be learned. Standard inductive learners managed to predict the performer’s choices with better than chance probability. Extented feature selection experiments showed that different sets of music-theoretic descriptors are relevant for different expressive dimensions (timing, dynamics, articulation).

**New rule learning algorithm:** Based on experiences gathered in these initial investigations, we developed a new rule learning algorithm named PLCG that can find simple partial theories in complex data where neither high coverage nor high precision can be expected. The PLCG algorithm and some experiments with it are described in more detail elsewhere in this volume\(^26\).

---

\(^2\) In fact, this parallelism becomes clearer once certain local distortions and artifacts in the expression curves (caused, e.g., by the grace notes in bars 7 and 8) are removed.
Partial note-level rule model: PLCG has discovered a number of surprisingly simple and surprisingly general and robust note-level expression principles \cite{27,28}. These rules are currently investigated more closely from a musicological perspective; some of them will probably form the nucleus of a quantitative rule-based model of note-level timing and articulation.

Learning at higher structural levels: In some limited earlier studies \cite{23,24}, we had already found indications that learning at multiple structural levels does indeed improve the results (and the musical quality of the resulting computer-generated performances) considerably. However, the definitions of these higher musical levels and particularly the methods for combining learned theories of different granularity were very ad hoc, and the training material was extremely limited. We are currently developing a more principled approach.

Discovering stylistic differences: Regarding the possibility of discovering stylistic differences between different performers, we had obtained first indirect positive evidence in an early experiment that involved performances of the same piece by both the famous Vladimir Horowitz and a number of advanced piano students \cite{22}. There it turned out that rules learned from Horowitz yielded a significantly higher predictive accuracy on other Horowitz data than on the student data, and vice versa. Recently, we have started new focussed investigations on this issue, with the aim of finding characterisations of these differences. This can be done with standard inductive rule learning algorithms, but requires the design of a different type of learning scenario. In a small initial experiment, several interesting rules were discovered that might describe characteristic differences in behaviour between the two great pianists Alfred Cortot and V. Horowitz. But the data were much too limited to permit general conclusions. We are now planning to repeat this type of experiments with a much more extended data set.

Machine learning for structural music analysis: And finally, computational music research offers many other opportunities for machine learning that are not necessarily related to the performance issue itself. There are many problems in automated structural music analysis for which there are as yet no reliable algorithms (e.g., harmonic analysis, phrase structure analysis, etc.) and which could benefit from inductive learning. For instance, we have developed an algorithm for finding classes of musical motifs and for elucidating the motivic structure of a piece, based on a new clustering method. This algorithm has been shown to be capable of reproducing motivic analyses by human musicologists of such complex pieces as Schumann’s Träumerei and Debussy’s Syrinx \cite{6}, and of predicting the categorizations made by human listeners \cite{4}.

Obviously, these are just first steps in a long research journey that should take us closer to our final goal — a quantitative, composite computational theory

\footnote{For instance, 4 simple timing rules turn out to be sufficient for correctly predicting more than 20% of a pianist’s local ritardandi, and these rules seem to generalize well to music of different styles.}
that explains as much as possible of the various dimensions of expressive music performance, and the interactions between them — and that will force us to address a number of novel machine learning problems on the way. This is a long-term undertaking, and we would like to extend an invitation to motivated young researchers to join our project team and work with us towards this goal.
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Abstract. The focus on scalability to very large datasets has been a distinguishing feature of the KDD endeavour right from the start of the area. In the present stage of its development, the field has begun to seriously approach the issue, and a number of different techniques for scaling up KDD algorithms have emerged. Traditionally, such techniques are concentrating on the search aspects of the problem, employing algorithmic techniques to avoid searching parts of the space or to speed up processing by exploiting properties of the underlying host systems. Such techniques guarantee perfect correctness of solutions, but can never reach sublinear complexity. In contrast, researchers have recently begun to take a fresh and principled look at stochastic sampling techniques which give only an approximate quality guarantee, but can make runtimes almost independent of the size of the database at hand. In the talk, we give an overview of both of these classes of approaches, focusing on individual examples from our own work for more detailed illustrations of how such techniques work. We briefly outline how active learning elements may enhance KDD approaches in the future.
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