Adopting Cloud Computing using the WebSphere CloudBurst Appliance

Introduction

Are you interested in lowering costs by using existing hardware resources more efficiently? Do you want to increase efficiency with faster and more repeatable deployments of application environments? Most likely you are interested in these improvements, but where and how do you start?

This IBM® Redpaper™ publication describes the benefits of private cloud computing, using the WebSphere® CloudBurst™ Appliance (referred to as WebSphere CloudBurst).

WebSphere CloudBurst is used in the daily operations of the WebSphere Application Server Development and Test Organization (WASDTO), part of the IBM Software Group. Using WebSphere CloudBurst, WASDTO successfully demonstrated the benefits of private cloud computing. This paper defines the approach taken and the results achieved from the incremental adoption of WebSphere CloudBurst technology. As a result of this implementation, hardware utilization was increased from an average of 10% to an average of 60%, deployment times were shortened from 3 hours to 20 minutes, and security issues from non-compliant deployments were eliminated.

The WASDTO team is responsible for testing new releases of WebSphere Application Server, spanning eight releases and a test laboratory with over 2000 servers. The capabilities of the appliance were demonstrated by the team's implementation of many automated processes, including the following processes:

- Rapid deployment and removal of WebSphere topologies
- Intelligent management of deployments across hypervisors for optimum performance
- Customization of patterns to meet security policies

This paper also describes how the team approached the adoption of cloud computing, including business, organizational, and technological perspectives. Each discussion outlines the problem, the specific approach that was taken by WASDTO, and a plan to help you apply our experience to your own adoption of cloud computing.
WASDTO is in the process of gradually adopting a cloud computing approach for its test environments and has currently moved approximately 6% of its infrastructure into a WebSphere CloudBurst-managed environment. Already, the WASDTO team has realized USD .5 million in direct savings and USD 2.1 million from the adoption in agile process improvements. Although we cannot ensure that these results will occur with every adoption of WebSphere CloudBurst, this paper helps you to develop a staged adoption plan, gain organizational buy-in, develop an implementation plan, and measure your successes.

Adopting the WebSphere CloudBurst solution

Cloud computing promises to significantly affect the way that you interact with your middleware application environments. Gone are the days of waiting for weeks to acquire hardware, install software, and tweak configuration settings until everything is just right. By using cloud computing techniques, you can create fully configured application environments and deploy them on top of shared, virtualized infrastructure in minutes.

However, to take advantage of cloud computing, you need to acknowledge and plan for the disruptive nature of these types of solutions. As an example, adopting cloud computing typically results in the creation of new roles within teams and new interaction points between existing teams. Are you ready for this kind of change? By studying the adoption of WebSphere CloudBurst by WASDTO, you can learn how to mitigate these disruptions to ensure an effective adoption path.

The WebSphere Application Server Development and Test Organization (WASDTO)

What is the mission of WASDTO? This organization performs continuous WebSphere Application Server testing. Daily, the team deploys and tests WebSphere Application Server builds on multiple operating system platforms, using over 2000 physical servers in a laboratory setting.

To perform testing at this scale, WASDTO places a high priority on automation. In fact, substantial automation infrastructure existed prior to the adoption of WebSphere CloudBurst. This automation consists of several components:

- A custom-developed application for the automated leasing of hardware resources
- Tivoli® Provisioning Manager to automate the installation of operating systems to target machines
- Custom installation scripts to install the WebSphere Application Server product
- Custom configuration scripts to create the desired WebSphere Application Server topologies
- Custom configuration scripts to install and configure the applications that are used for testing

Combined, these components enable a highly automated process that governs the installation, configuration, and retrieval of an entire software stack (including WebSphere Application Server and the operating system) for testing. In fact, prior to adopting WebSphere CloudBurst, WASDTO was able to install and completely configure a single test environment in as little as 3 hours.
These automation components are still in use by WASDTO today, illustrating two key points about the adoption of cloud computing approaches, such as WebSphere CloudBurst:

- You need to have the freedom to incrementally adopt the solution, and you must be able to integrate the use of that solution into existing processes.
- As with WASDTO, an incremental, integrated adoption path provides an easier entry point for using the technology, while still delivering significant return on investment (ROI).

**Motivations for adoption**

With the presence of efficient automation in effect, what motivated WASDTO to turn to WebSphere CloudBurst? Put simply, the organization sought improvement in the areas of availability, utilization, and manageability:

- **Availability:** Automated provisioning of WebSphere Application Server environments using the team’s traditional approaches produced a failure rate between 20-50%. In many cases, the complexity and the number of components involved in the provisioning process contributed to these failures. In all cases, these failures had an adverse effect on the team’s throughput in terms of numbers of tests run.
- **Utilization:** Like many other organizations, especially those organizations involved in development and testing, under-utilization of physical servers was a serious concern. On average, utilization rates in the 2000+ server test lab were between 6-12%. With budgetary constraints preventing the procurement of additional servers, the team needed to find a way to better utilize existing resources.
- **Manageability:** WASDTO comprises a large number of small, agile teams. Members of these teams vary in hardware and software administration expertise. Thus, managing hardware and software resources effectively had been problematic.

In addition to improving in these areas, WASDTO established other requirements for the adoption of WebSphere CloudBurst in its environment. Namely, the organization wanted to minimize the costs of adoption by making use of existing assets. These assets included both physical hardware and software resources, such as scripts, applications, and tests.

These requirements matched well with the capabilities of WebSphere CloudBurst. WASDTO liked the design concept of the appliance, in that it allowed WASDTO to start using it with little setup. In addition, the Bring Your Own Cloud model, where users supply their own cloud resources (see Figure 2 on page 10), allows the reuse and consolidation of existing hardware. The command-line interface (CLI) and Representational State Transfer (REST) application program interfaces (APIs) provided the means to integrate WebSphere CloudBurst into WASDTO’s existing processes. As well, WebSphere CloudBurst script packages allowed WASDTO to reuse existing WebSphere Application Server configuration scripts.

**A plan for adoption**

After establishing the focal areas for improvement, WASDTO decided to use WebSphere CloudBurst as a means to achieve that improvement. The leadership of WASDTO constructed a plan for adoption, during which the system was introduced into the environment incrementally. WASDTO used the following three major stages of adoption:

- **Stage 1:** Exploit WebSphere CloudBurst within existing provisioning processes
- **Stage 2:** Use WebSphere CloudBurst to provide self-service deployment capabilities for novice administrators of the product
- **Stage 3:** Expose the product to expert WebSphere Application Server administrators
The organization carefully selected these stages for the purpose of controlling the rollout of the appliance, while simultaneously targeting users and processes with pain points that best mapped to the capabilities of the appliance. In this way, adopting the appliance was minimally disruptive to day-to-day WASDTO operations.

**Enacting a staged adoption approach**

In the first stage of adoption, the team used the product CLI to achieve fast, consistent provisioning of WebSphere Application Server environments from within existing processes. In this way, the organization benefited from the improved availability and utilization provided by the product, but there was no disruption to the test users. Other than more rapidly available environments, the users noticed little difference in the processes for gaining access to WebSphere Application Server environments. This example highlights the seamless fashion by which the appliance integrates into existing provisioning processes.

In the second stage of adoption, WASDTO targeted improved manageability for a group of novice WebSphere CloudBurst administrators. WASDTO built a set of standard patterns that represented the environments needed by this group of people to conduct development and test activities. The group was granted access to deploy those patterns within the product. The WebSphere CloudBurst approach to provisioning solved major pain points for these less experienced administrators. The patterns encapsulated the necessary configuration for their environments, so they did not have to perform administration activities. They only needed to select a pattern, deploy it, and access was provided within minutes. Further, the users were confident that they were able to reliably reproduce any of their development and test environments with the push of a button.

For the third stage of adoption, WASDTO leadership targeted the seasoned WebSphere Application Server users and administrators. The group did not feel the same pain points as the less experienced administrators and, for this reason, were less inclined to contribute their hardware resources to WebSphere CloudBurst. However, WASDTO leadership used persuasive evidence, such as deployment times that were reduced from hours to minutes and significant decreases in deployment errors, to gradually get more of these users on-board.

**Gaining organizational buy-in**

While enacting the staged adoption approach for the appliance, WASDTO leaders also enacted a plan to gain organizational buy-in by quantitatively demonstrating the benefits of the appliance. The key to organizational buy-in for WASDTO was to clearly communicate the value at each stage of the adoption process and holding regularly scheduled meetings with stakeholders and decision makers throughout each stage of adoption. During adoption meetings, WASDTO provided data to validate its ongoing adoption efforts.

To provide this data, the team first identified metrics that were applicable to each stage of adoption. Then, the team proceeded to establish a method for measuring and recording these metrics for both WebSphere CloudBurst and traditional provisioning approaches. The metrics included key indicators, such as time to deploy, ratio of healthy deployments, ratio of compliant deployments, and more. After identifying generally applicable metrics, the team identified metrics unique to particular stages of adoption. For instance, for adoption stages two and three, the team gathered user satisfaction data.

Each time that WASDTO met with stakeholders, the WASDTO team conveyed up-to-date data relevant to that particular stage of adoption. This quantifiable data was an integral part of gaining buy-in.

In addition to regularly scheduled meetings with key decision makers, WASDTO also engaged other teams that it thought might benefit from using the appliance. The WASDTO team members acted as eager internal advocates for WebSphere CloudBurst by providing
demonstrations and hands-on access to other teams. In effect, the team set about starting a
gross roots movement in favor of spreading the usage of the appliance by proactively
educating and preparing other potential adopters.

By focusing on buy-in from both a top-down and bottom-up perspective, WASDTO secured
executive-level sponsorship for, and increased internal use of, WebSphere CloudBurst. This
executive sponsorship was critical in the efforts to increase WASDTO cloud resources and
increase the integration of the appliance in WASDTO. In addition, by increasing internal use
of the appliance, WASDTO acted as a catalyst for the distribution of the benefits afforded by
the appliance.

Your adoption plan

The adoption of WebSphere CloudBurst by WASDTO reinforces the need for an adoption
plan. Your plan needs to include a set of problems to tackle within the enterprise. Plan your
capacity needs as you move forward with an incremental adoption plan, based on results
borne out by empirical data. Your adoption plan needs to focus on what barriers your
organization or teams face in becoming more efficient. This plan must include how cloud and
WebSphere CloudBurst can address these barriers by working with, and augmenting, your
existing infrastructure solutions.

Identify meaningful metrics, and measure them for both traditional and WebSphere
CloudBurst approaches. Convey these results to key decision makers within the organization,
so that decision makers are clear about the value provided by cloud technology. Listen to the
users, and focus on incrementally adding value to your WebSphere CloudBurst patterns
based on their needs.

Infrastructure for the cloud

Cloud computing is a broadly used term; one in which the concepts apply to a number of
elements within information technology (IT). For this reason, it is often helpful to categorize a
cloud computing solution to clarify the types of services it provides. In general, cloud
computing solutions can be categorized in the following ways:

- **Infrastructure as a Service (IaaS):** Providing physical compute resources, such as
  servers, storage, and networking infrastructure, as a set of services using cloud computing
techniques

- **Platform as a Service (PaaS):** Providing application platforms, such as web servers,
databases, and integration components, as a set of services using cloud computing
techniques

- **Software as a Service (SaaS):** Providing user applications as services using cloud
  computing techniques

In addition to clarifying the type of a cloud computing solution to implement, it is also
necessary to specify the delivery model:

- **Public clouds:** The service provider owns and manages services delivered by the cloud.
- **Private:** The enterprise owns and manages services delivered by the cloud.
- **Hybrid:** An environment that consumes both public and private cloud services.
In many cases, IaaS solutions provide a minimally disruptive entry point into cloud computing. These solutions focus on effectively virtualizing your physical hardware to enable a higher utilization rate, faster provisioning, and simplified resource management. When using IaaS solutions, your software components remain the same, but the mode of delivery changes (for example, virtual machines versus traditional installations). In many cases, you can use the existing skills and assets within the organization.

The delivery model of a particular cloud solution is an important factor in adoption as well. For instance, let us presume you are considering the adoption of an IaaS solution. If a service provider delivers the solution using a public cloud, it means that the service provider owns, manages, and controls the physical hardware that makes up the cloud. You sacrifice a certain level of control and insight so that you do not have to own the hardware elements of the cloud.

Alternatively, if you consider a private cloud solution, the physical resources that make up the cloud are on premise, within the organizational firewall. Although you need to procure resources for the cloud, you also benefit from a higher level of control and insight into the makeup of the cloud. In addition, certain IaaS solutions, including WebSphere CloudBurst, do not require a new capital outlay. They allow you to make better use of the resources that already exist within your organization.

**Forming the cloud**

WebSphere CloudBurst provides drop-in appliance technology to assist in quickly building a private IaaS cloud computing solution, either for direct self-service use, or as the foundation for your PaaS or SaaS solutions. It provides an effective way to virtualize and abstract existing physical infrastructure and to form a logical pool of resources used to host virtualized WebSphere application environments. Specifically, the WebSphere CloudBurst cloud consists of hypervisors (virtualization platforms, for example, VMware ESX, IBM PowerVM™, or IBM z/VM®, that allow multiple operating systems to run on a host), storage, and network infrastructure (a subnet with a pool of IP addresses). See Figure 1.
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The appliance operates on the Bring Your Own Cloud model, so users must separately obtain these resources for WebSphere CloudBurst. This approach affords the user a high degree of control over precisely which resources and the amount of those resources to dedicate to the cloud. It also enables organizations to more effectively use resources that already exist within the organization.

WASDTO staged the transitioning of resources into the appliance, corresponding to the needs of each adoption phase. In sizing the resource requirements, the team analyzed the CPU, memory, and storage requirements of the cloud by considering two major upper limits: planned unique virtual images and total virtual machines deployed.

Both the number of unique virtual images and total number of virtual machines deployed affected the storage requirements for the WASDTO cloud. When the appliance deploys a virtual image to a hypervisor for the first time, it creates a cache for the image. This cache significantly speeds up all subsequent deployments, and each virtual image has a unique cache. Naturally, this cache accounts for storage, so for each WebSphere Application Server Hypervisor Edition image, the team had to ensure that there was enough storage on the hypervisor hosts in the cloud. As a note, the recommended approach with WebSphere CloudBurst is to create a small set of distinct images and a larger set of patterns. This approach reduces storage requirements in a cloud and also prevents escalating management costs caused by too many virtual images.

The WASDTO team members also considered how many virtual machines they wanted to concurrently support in the cloud. This decision, too, affected storage requirements, because each virtual machine requires its own share of storage. In addition, the target number of concurrent machines helped to determine the amount of CPU and memory resources that the cloud required.

Considering these storage, CPU, and memory resource requirements, WASDTO determined the initial number of hypervisors needed for the cloud. Over time, the appliance grew to include up to 6% of the resources in the WASDTO lab.

It is also important to note the type of physical servers and storage that WASDTO used. The team settled on mostly commodity hardware, each with between 1 and 2 gigabytes (GB) of memory. In addition, the team settled on the use of local storage over that of storage area network (SAN)-based storage. For each core on a server, the team configured 20 GB of available storage (the amount required by their virtual machines). This configuration of machines provided the team with benefits in two key areas:

- **Cost:** The team was able to reuse existing, commodity hardware, thus requiring no new capital outlay. In addition, the use of local storage over a more expensive SAN-based configuration contributed to keeping costs down.

- **Performance:** After performing tests using both local and SAN-based storage approaches, WASDTO noticed that after the creation of the image cache, local storage provided consistently better deployment times. The team attributed this result to the fact that there was less input/output (I/O) contention when concurrently deploying several virtual machines using local storage as opposed to SAN storage. When using local storage, fewer virtual machines needed concurrent access to the same set of virtual image files. However, when using SAN storage, it was possible, and in fact likely, that multiple virtual machines required concurrent access to the single set of virtual image files stored on the SAN. Therefore, I/O contention on the SAN increased, which slowed deployment. Note that, even though WASDTO observed these performance results, you must perform your own testing based on your expected concurrency to determine the best storage options in your cloud.
In addition to determining the number of servers and amount of storage for the cloud, WASDTO also set up the necessary network infrastructure. First, the team members determined the number of required IP addresses for their cloud by considering their target number of concurrent virtual machine deployments. Each virtual machine requires a unique IP address, so the minimum number of addresses required was equal to the target number of concurrent deployments. After that, the team members collaborated with the network administration team to gather information about the subnet that their virtual machines were to use. This information included addresses for the subnet, gateway, and Domain Name Servers (DNSs).

After the team identified the resources for the cloud, it was able to define cloud groups, hypervisors, and IP groups in WebSphere CloudBurst. With the cloud defined, the team was ready to start deploying patterns to the cloud.

Managing the cloud

One key benefit of WebSphere CloudBurst is that it drives operational efficiency in the process of creating, deploying, and managing WebSphere application environments. WASDTO benefited immediately from commercial-off-the-shelf (COTS) enhancements that were provided by the appliance. These enhancements included more consistent deployment configurations and significantly reduced deployment times. Beyond these COTS enhancements, the team continued to evolve and refine the way that it used the appliance to produce even better results. The team further automated the cloud management and used the cloud resource controls that were provided by the appliance.

Automated cloud management

Further automation efforts included enabling an elastic cloud, improving monitoring and governance, and using the existing resource pools better.

Priming the cache

Although the appliance delivered significantly improved deployment times, WASDTO wanted to be able to predetermine deployment times. In WebSphere CloudBurst, during the first deployment of a virtual image to a particular hypervisor, the appliance transfers the entire image from the appliance to the hypervisor. At that point, the appliance creates an image cache on the hypervisor host. Subsequent deployments do not require the transfer of the entire image, and thus, they are considerably faster.

WASDTO wanted to ensure that users consistently experienced fast deployment times. For this reason, each time that WASDTO imports a new version of WebSphere Application Server Hypervisor Edition into the appliance, it initiates a CLI script that automates the priming of the hypervisor cache for the new image. The script creates a pattern using the new image and forces a deployment to each possible disk storage system for the new image.

Expanding and contracting the cloud

Over time, it became apparent that there were peaks and valleys in using WebSphere CloudBurst. The team decided that during peak usage, it might spare additional resources from the test lab for the WebSphere CloudBurst cloud. During off-peak times, the team can return those resources to the lab pool, making the resources available for other purposes.

WASDTO uses a combination of IBM Tivoli Provisioning Manager and the WebSphere CloudBurst CLI to enable an elastic cloud. We discuss this concept in “Automated management for cloud infrastructure” on page 17.
Monitoring and governance in the cloud
The product CLI provides an excellent means to manage and monitor activity within the WebSphere CloudBurst cloud. For example, because security status must be reevaluated after a 6 week period, WASDTO created a simple script that identifies owners of virtual systems exceeding this period. This script helps to quickly create the necessary security audit reports, which, in turn, are used to contact the appropriate owners so that they can take action on their virtual systems.

Cloud resource controls
As more users and teams began to use WebSphere CloudBurst, the demand for cloud resources grew, and at the same time, new usage scenarios for the cloud began to emerge. To support the growing number of users and the emerging usage scenarios, WASDTO decided the best approach was to divide the WebSphere CloudBurst cloud into multiple resource pools.

The team uses WebSphere CloudBurst cloud groups to logically group sets of hypervisors into deployment targets. In this way, the team can create purpose-built subclouds that contain the resources to support special use scenarios, such as performance and stress testing. Additionally, the team controls access to cloud groups at the user and group levels, while maintaining centralized management capabilities using a single appliance. This approach allows the team to effectively distribute cloud resources and prevent any one team or project from consuming all of the cloud resources.

Planning for your cloud
The way in which WASDTO set up and refined the use of the WebSphere CloudBurst cloud provides a model worth imitating. First, it is important to identify deployment goals in using the product. Second, with these goals identified, proceed by sizing the initial amount of resource that your cloud requires. With the sizing information in place, identify the teams that will provide you with the servers, storage, and networking components required. Engaging these teams as soon as possible is critical to avoiding barriers that slow the time to implementation.

After you procure your cloud resources and define them in WebSphere CloudBurst, you can start to use the appliance to deploy product patterns. You will benefit from the COTS capabilities of the appliance, but like WASDTO, be cognizant of further areas for operational improvement in your organization. Like WASDTO, employ automation and use resource controls where appropriate, because automation and resource controls will improve your operational efficiency.

Security and compliance
Cloud computing proposes a new model for service delivery, and along with that new model comes new security and compliance considerations. For instance, the concepts of self-service access and shared resource pools demand attention from a security perspective. Effective self-service access and resource sharing are only possible when coupled with the ability to define user permissions and resource access.

Further, although you deliver services in a new manner, often using virtualization, you still have organizational compliance standards to meet. The speed and simplicity of creating new virtual services add additional pressure to compliance processes. Any services, whether delivered using traditional means or with the cloud, must adhere to the same set of standards.
WASDTO approached these facets of security and compliance in implementing its WebSphere CloudBurst cloud. The team members addressed the issue of securing the environments that were deployed by the appliance, and they created a secure approach to allow users to access and utilize resources.

Securing environments in the cloud

As is typical throughout many enterprises, IBM has strict compliance rules for any operating system environments in the testing laboratories. Compliance rules include required software levels and an extensive list of the latest security patches. Traditionally, these requirements caused WASDTO difficulty when using virtual images as a means to deploy environments.

Prior to adopting WebSphere CloudBurst, the virtual images produced by the test organization captured an operating system of a particular version and set of patches. Typically, the images stayed in use for an extended period, which meant that, not long after creating the image, the virtual machines it produced were no longer compliant. Manually updating these virtual machines was time-consuming and error prone. Eventually, so that it satisfied compliance requirements, WASDTO created a completely segregated and firewalled network to host its virtual machines. This level of isolation satisfied compliance and security concerns, but these firewalled networks made it more difficult for developers and testers to access testing environments.

With WebSphere CloudBurst and the WebSphere Application Server Hypervisor Edition virtual images, WASDTO was able to overcome these historical challenges. To start, the team uses the extend and capture mechanism that is provided by the product, as shown in Figure 2.
During the extend and capture process, the appliance creates a running virtual machine from a virtual image that is already included in the catalog. At that point, you can log in, make modifications (for example, install software), and then capture it as a new, custom image in the appliance catalog. With the image in the catalog, the single image is used to make a number of separate patterns and, thus, distinct application environments. WASDTO periodically uses this mechanism to capture major operating system upgrades or patches.

WASDTO also needed a way to apply the most up-to-date patches to the environments that were deployed using WebSphere CloudBurst. In this case, the extend and capture process was not ideal, because WASDTO did not want an unmanageable proliferation of images. Instead, WASDTO pursued a more dynamic, late-binding option. Script packages were created by WASDTO to include in all of the patterns. During the deployment process, these script packages scan the operating system, determine if any patches are necessary, and, if so, download and install the patches. Finally, the script packages register the deployed system with the compliance monitoring server. Figure 3 illustrates this process.

![Dynamic patching and registration](image)

This approach enables WASDTO to overcome historical issues with achieving compliance in virtualized environments. WASDTO uses the extend and capture mechanism to create a small set of images containing major operating system patches and upgrades. The team does not create a new image for each operating system patch, and thus the proliferation of virtual images and accompanying management challenges is not an issue.

Each time that the appliance deploys a system based on one of these custom images, two activities occur. First, custom configuration scripts are run to ensure compliancy based on required patches. Second, the scripts register the system to the monitoring server. The result is that each environment deployed using the appliance is compliant and known to the monitoring system. In addition, this process occurs as an automated function of the deployment process, meaning that administrators do not need to apply patches manually or register systems.

In summary, this approach is a significant benefit to WASDTO. The necessary configuration actions to achieve compliancy are an automated part of the deployment process. Therefore,
WASDTO does not have to dedicate testers to ensure and enforce compliancy in the lab. In addition, WASDTO no longer has to segregate virtualized WebSphere Application Server environments; thus, testers can access test environments without navigating through numerous firewalls.

**Securing access and use of WebSphere CloudBurst**

WebSphere CloudBurst, like many cloud computing solutions, promotes a self-service access model to service delivery. This self-service access enables efficiency by eliminating, where appropriate, a multi-step request chain for IT services. However, in an enterprise setting, self-service access is impossible to achieve without effective controls around which users can take the needed actions on specific resources.

WASDTO supports multiple teams and users with WebSphere CloudBurst. These teams vary in terms of responsibilities, levels of expertise in using the product, and deployment goals. To effectively share and promote self-service access among these teams, WASDTO needed a way to classify, categorize, and manage a multitude of users and groups. So, WASDTO defined the users and groups in the appliance, assigned permissions to groups, and controlled the resource access among the groups.

**Defining and managing users and groups**

Like many organizations, WASDTO already used an enterprise Lightweight Directory Access Protocol (LDAP) server for user authentication. With the WebSphere CloudBurst Appliance, WASDTO integrated data from the existing LDAP server for use in user and group management. When users log in to the appliance, the LDAP server controls authentication. In this way, WASDTO does not have to store and, subsequently, manage passwords in the appliance. In addition, the LDAP server manages user group membership, automatically adjusting user groups in the appliance to match those groups in the LDAP server.

**Defining user roles and permissions**

The team used LDAP for user authentication and group management; however, the LDAP server did not control authorization. To define user authorization, the team needed to define roles within WebSphere CloudBurst. For ease of management, the team chose to define roles at the user group level, thus allowing the team to define a set of roles that applied to multiple users at one time. WASDTO categorized the following role-based groups:

- **Pattern deployers**: This group has permission to deploy patterns. Typically, these users have less WebSphere Application Server administration expertise and want to deploy constructed, configured environments.
- **Pattern authors and catalog managers**: This group has permission to create patterns, upload script packages, and create custom images. These users are typically seasoned WebSphere Application Server administrators who can build and configure application environments. They simply mapped their existing configuration knowledge to the various customization approaches in WebSphere CloudBurst.
- **Cloud and appliance administrators**: This group has permission to administer the cloud infrastructure and WebSphere CloudBurst. These users are familiar with the configuration and administration of the hardware components within the cloud. In addition, they acquired the skills necessary to manage and maintain the appliance.

**Establishing resource access**

WASDTO needed to manage access to two WebSphere CloudBurst resources: cloud groups and cloud patterns. To manage this access, WASDTO used the granular access controls in the appliance.
As discussed earlier, cloud groups provide the means to group sets of hypervisors logically into smaller subclouds. For example, an organization might choose to separate the cloud resources that are used for development, test, and quality assurance purposes, as shown in Figure 4.
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Albeit for other purposes than those groups shown in Figure 4, WASDTO established cloud groups to manage resource usage across various teams and efforts. A cloud administrator created a cloud group and decided which resources to put into the group based on its purpose. Then, the cloud administrator decided which users and groups needed access to which cloud groups, thus allowing the team to effectively control which users and groups used which pools of resources. This approach enables the effective sharing of cloud resources, meanwhile accommodating for the special needs of users (for example, performance testers required access to higher-end machines). Further, this approach prevents a single group of users from monopolizing the entire set of cloud resources. Users in a group can consume all of the resources in the cloud group to which they have access, but they cannot consume resources in a cloud group to which they do not have access.

WASDTO applies the same kind of access controls to WebSphere CloudBurst patterns. After creating and verifying a pattern, the pattern author determines which groups need access to the pattern based on the type of environment the pattern represents. When users log in, they only see patterns to which a pattern author has granted them access.

To illustrate the importance of this capability, consider the less experienced group of WebSphere Application Server administrators. If they log in to the appliance and see a list of all patterns, they might not know what to deploy. So, there is no benefit to self-service access. To remedy this situation, the pattern authors in WASDTO take care to expose users to only...
the necessary patterns. As a result, there is no confusion among users about which patterns to deploy.

Security and compliance

To adopt WebSphere CloudBurst in your organization, you can benefit from the approach that WASDTO used to ensure security. The following steps show the team's process:

1. Start by identifying the security and compliance requirements that the organization has in place for application environments.
2. Determine how to address those requirements using WebSphere CloudBurst features, such as extend and capture and script packages.
3. Define access to, and use of, the appliance. Determine who the users are, and establish groups based on common roles. Decide which users or groups need access to which resources. For instance, will there be one large cloud that everyone uses, or will there be cloud groups and access controls, similar to WASDTO? (See “Establishing resource access” on page 12.) By effectively using user permissions and granular access controls, you can enable a self-service model using WebSphere CloudBurst.

A customized cloud

Of primary importance among the benefits of a private cloud solution is that it provides and maintains a high degree of control over the elements in the cloud. This degree of control means that you can customize each element of the solution to build a cloud that fits your needs.

A high degree of customization is of paramount importance when considering the creation of a cloud that contains your application environments. After all, you likely do not use the standard default operating systems and middleware. You likely modify the operating system, for example, by installing additional components and making configuration tweaks to suit your needs. At the middleware layer, you install custom applications and configure the runtime to meet your needs. A high degree of customization capability is a requirement when creating a cloud to host your application environments.

Therefore, in setting up the WASDTO cloud-based application environments to support testing efforts, the team needed to customize each layer of the software stack. The appliance provides various avenues of customization, including the following:

- **Extend and capture**: Extend and capture allowed WASDTO to create custom WebSphere Application Server Hypervisor Edition images
- **Script packages**: Script packages allowed WASDTO to automate customization actions as part of the deployment process
- **Deploy-time parameters**: Deploy-time parameters provided the means to customize each pattern deployment

Using extend and capture

Several of the customizations that are required by WASDTO are necessary in each of the environments dispensed by the appliance. WASDTO required customizations, such as WebSphere Application Server monitoring software and operating system enhancements beyond those enhancements included in the WebSphere Application Server Hypervisor Edition. To accomplish these customizations, WASDTO uses the extend and capture
mechanism (see “Securing environments in the cloud” on page 10). Using this process, the team installs monitoring software and makes operating system enhancements one time, then captures the customized state of the virtual machine as a new, custom WebSphere Application Server Hypervisor Edition image. For example, WASDTO installs the IBM Tivoli Monitoring Agent using extend and capture. These images become the basis for WebSphere CloudBurst patterns, thus ensuring that all virtual machines created during deployment contain the monitoring software and operating system enhancements.

WASDTO uses the extend and capture mechanism sparingly for two major reasons:

- First, WASDTO wants to keep the inventory of virtual images to a minimum. As discussed in “Forming the cloud” on page 6, this lower inventory reduced cloud storage requirements, and it prevented the kind of image proliferation that presents resource management challenges.
- Second, the extend and capture process requires a full transfer and capture of the virtual image, and it takes about 2 hours to complete. Because of the time involved for several customizations, even those customizations that are necessary in every environment, WASDTO often favors the script package approach. The team makes the trade-off of running a relatively fast script during each deployment, as opposed to spending considerably more time capturing the customization in the image. In addition to saving this time, WASDTO can also modify the script independently of the underlying image. This capability allows them to quickly update the customization action when necessary.

Using script packages

Script packages allow WASDTO to automate the application of customizations during the pattern deployment process. The team creates script packages for a variety of deployment-time customizations, including, but not limited to the following script packages:

- Applying operating system patches (see “Securing environments in the cloud” on page 10)
- Registering with compliance systems (see “Securing environments in the cloud” on page 10)
- Installing applications to the WebSphere Application Server
- Installing the test automation framework and tools
- Registering monitoring agents with the monitoring server

Several script packages, such as those that install applications and test tools, represent customizations that vary across environments. These script packages provide the necessary configuration actions to create a unique, purpose-built testing environment. Therefore, the actual script packages that are used to perform these activities vary based on the target testing environment (for example, performance testing versus functional regression testing).

Other script packages, such as applying operating system patches and registering monitoring agents, are necessary customizations in every environment. For the most part, WASDTO uses these script packages in every environment to apply late-binding changes or those changes for which it makes a trade-off of not creating a custom image (see “Using extend and capture” on page 14). The registration of monitoring agents with a monitoring server illustrates how the team effectively combines customizations achieved using extend and capture with customizations achieved using script packages. The team installs Tivoli Monitoring agents using extend and capture and then creates scripts that configure the agents within the deployed virtual machines to report to the desired monitoring server.
Using deploy-time parameters

With custom patterns built on top of custom images, WASDTO was able to capture a significant majority of the customizations required in the testing environments. However, no matter how much information WASDTO includes in these assets, each deployment of a pattern requires a certain level of unique configuration. WebSphere CloudBurst deploy-time parameters provide WASDTO with the capability to apply these customizations. The definition of deploy-time parameters occurs in two ways:

- The appliance defines a set of standard parameters for parts in a pattern. For example, these standard parameters include WebSphere Application Server cell and node names, passwords, and virtual machine memory and CPU allocation. This set of standard parameters allows the team to shape each deployment in terms of WebSphere Application Server and virtual machine configuration. It is important to note that WASDTO does not want to expose certain parameters, such as root user passwords, to the deployers of a pattern. To prevent this exposure from happening, when creating custom patterns, the team simply locks certain parameters and their values into the pattern. This locking prevents deployers from seeing or changing these parameter values.

- Custom script packages also allow WASDTO to supply deploy-time parameters. For each script package, WASDTO has the ability to define parameters. Like the standard set of parameters, these parameters become a part of the pattern definition. The team uses these parameters for a wide variety of configuration information, such as the location of back-end data sources, the location of monitoring servers, application configuration, and more. As with the standard set of parameters, pattern authors can lock any of these parameter values into the pattern, thus preventing their change during deployment.

Beyond the use of pattern parameters, the test organization also established procedural standards for using deploy-time customizations. The first process was a standard virtual system naming scheme. During the pattern deployment process, deployers provide a name that matches the purpose of the system. For example, a system that is used for regression testing on WebSphere Application Server V7 using an application named DayTrader has the name WAS70:REGR:daytrader:test. The team also established scheduling standards. During the deployment process, deployers provide a termination time for their virtual system. This termination time automates the removal of the system and the return of resources to the shared pool at the specified date.

Customizations for your cloud

You probably have the same types of customization requirements as WASDTO. Likely, you will require the ability to install custom software components on top of the operating system, install applications and application resources onto the WebSphere Application Server environment, and make slight tweaks for each deployment to ensure its uniqueness. As you go about identifying the unique customizations that your application environments require, map those unique customizations to a customization capability in the appliance.

You can perform this mapping using several determining factors, including these factors:

- Prevalence of customization: For customizations common to most environments, you probably will use extend and capture. However, keep in mind the time that the process consumes and the frequency of applying new customizations. Determine if making a trade-off of a script that runs during every deployment is worthwhile.

- Target for customization: As a rule, use script packages for configuring the middleware layer, such as installing applications and configuring application resources.

- When to apply customization: Do you need to apply late-binding changes to the environment? This task is occasionally necessary, as illustrated by the WASDTO script
packages that were used to configure monitoring agents and apply the latest operating system patches during deployment.

- **Variability of customization:** Do your customizations vary for each deployment? If so, use parameterized script packages. The script packages provide the configuration logic, but the exact effect depends on deploy-time parameters that are provided by you.

By considering these factors, you can effectively meet customization requirements using features that are built into the appliance. The result will be tailored WebSphere Application Server environments running on a private cloud.

### Automation with WebSphere CloudBurst

Many processes in IT can benefit from automation that increases the speed and consistency of execution, whether in cloud computing or traditional service delivery models. Replacing manual and typically tedious tasks with automated processes boosts efficiency in any IT organization. Coupling cloud computing with automation further amplifies the rapid and standardized service delivery promised by this new computing model.

For WASDTO, agility is top priority. The team makes it a point to automate as many processes as possible. Automation provides WASDTO with the means to execute complex, multi-step tasks both quickly and consistently. With the adoption of the appliance, WASDTO benefited from COTS, automated provisioning, and configuration. Beyond that, the team uses the CLI of the appliance to layer additional automation. In particular, WASDTO uses the CLI as a means to automate the WebSphere CloudBurst cloud management and the management of the resources of the appliance, such as virtual images and patterns.

### Automated management for cloud infrastructure

Because of constantly changing resource needs, the WASDTO team decided early on in the use of the appliance not to build a fixed size cloud. The team needed the ability to seamlessly move machines to and from the WebSphere CloudBurst cloud to meet objectives across the organization. To create an elastic WebSphere CloudBurst cloud, WASDTO uses both the WebSphere CloudBurst CLI and the Tivoli Provisioning Manager. With this approach, the team can increase and decrease the number of hypervisors in the cloud in an automated manner, based on constantly changing needs.

WASDTO established a set of physical server capacities for use in either native tests or WebSphere CloudBurst tests as resource needs fluctuated. WASDTO utilizes the Tivoli Provisioning Manager to migrate physical servers into the WebSphere CloudBurst cloud, as depicted in Figure 5.
When additional capacity is required in the WebSphere CloudBurst cloud, the Tivoli Provisioning Manager automates the installation of VMware ESX software on the target server. After the installation of the VMware ESX software, the Tivoli Provisioning Manager workflow calls an automation script that uses the WebSphere CloudBurst CLI to perform the following tasks:

1. Define the new hypervisor resource to the appliance.
2. Add the hypervisor as the sole member of a test cloud group.
3. Deploy a simple pattern to the test cloud group to verify that the hypervisor functions correctly.
4. Move the hypervisor to a production cloud pool if the deployment succeeded, or move the hypervisor to maintenance mode for later debugging by the administrator.

This automated set of actions allows the team to automate the addition of new hypervisors to the cloud. In addition, because the automation conducts test deployments to verify the health of the hypervisor, adding new hypervisors does not compromise the overall state of the cloud.

Of course, the workflow is bidirectional, with the ability to both add and remove capacity from either the WebSphere CloudBurst cloud or the physical resource pool. There is a corresponding automated process that starts by using the WebSphere CloudBurst CLI to remove hypervisor resources from the appliance. At that point, the process invokes the Tivoli Provisioning Manager to remove VMware ESX software from the server, install an operating system, and add it to the native pool of resources.

**Automated management of images and patterns**

On a daily basis, WASDTO receives new builds of the WebSphere Application Server Hypervisor Edition that the team needs to download and test. To accomplish this download and test in a rapid and consistent manner, the team constructed an automated approach using the WebSphere CloudBurst CLI. The automated process accounts for the following actions:

- Importing a new WebSphere Application Server Hypervisor Edition image into the catalog
- Creating a single server pattern based on the new image and deploying that pattern to prime the cache
Cloning existing patterns and updating their base image to the new version

To avoid having to watch for builds manually, the team configured agents to monitor a build server feed and listen for each new build of the WebSphere Application Server Hypervisor Edition. When a new build publishes, the automated process begins. A WebSphere CloudBurst CLI script runs to create a virtual image resource by pointing to the location of the new image on the build servers. This script initiates the download of the new image to the target WebSphere CloudBurst Appliance.

With the new WebSphere Application Server Hypervisor Edition in the catalog, a WebSphere CloudBurst CLI script creates a new single server pattern using the image. The team uses these patterns to create a cache for the new virtual images on each possible storage system (see “Automated cloud management” on page 8).

After loading the image and priming the hypervisor cache, the CLI scripts clone existing patterns and base these new patterns on the newest virtual image. Therefore, testers can create test environments that are based on the newest build of the WebSphere Application Server Hypervisor Edition, as shown in Figure 6.

Figure 6   Automation of updated pattern deployment

Automating these steps allows the test organization to codify a process for downloading new builds of the WebSphere Application Server Hypervisor Edition, prime hypervisor caches for the new image, and update patterns used for testing environments based on the new build of the virtual image. This automation results in a faster, more repeatable method for deploying test environments for daily WebSphere Application Server Hypervisor Edition builds.

Planning your automation techniques

The needs of WASDTO might differ from your needs. After all, it is unlikely that you need to handle daily updates of the WebSphere Application Server Hypervisor Edition images. However, you might need frequent updates to your applications, periodic updates to your WebSphere Application Server software, the ability to fluctuate cloud capacity, or other recurring activities that benefit from automation. Therefore, you can extrapolate the work
performed in WASDTO and apply it to your automation approach with WebSphere CloudBurst.

The first step is to identify the continual, repeating processes that you perform with the appliance. These processes might include the deployment of patterns, expansion and contraction of cloud resources, updating of deployed systems, or any number of other processes. With these continual, repeating processes identified, make a plan to automate those processes. You can use the WebSphere CloudBurst CLI, or even the REST API, to leverage the same appliance functionality that you utilize in the web console. If you already have an automated workflow solution, such as Tivoli Provisioning Manager, you can integrate WebSphere CloudBurst automation into your broader management processes. By constructing automated approaches to these repeated processes, you can extend the speed and consistency that you derive from the product.

The value of WebSphere CloudBurst

A meaningful part of adopting a new technology is establishing a means to measure the value that it provides to your organization. Measuring and communicating the value of a particular solution is important in either justifying continuing investment or proving that continuing investment is unwarranted. Cloud computing typically requires process changes that span multiple organizations. Therefore, each organization must see direct value for its initial and continuing investment.

In the adoption and implementation of the appliance, WASDTO constructed a plan for both measuring and communicating the value of the appliance.

Measuring and communicating the value of WebSphere CloudBurst

To measure the value of the appliance, WASDTO established a plan consisting of three important activities:

- Identify value-centric metrics
- Measure metrics for the traditional provisioning approach
- Measure metrics for the WebSphere CloudBurst provisioning approach

The first step was to identify which metrics to measure. The team members considered metrics that quantified their progress on achieving their goals of improving availability, utilization, and manageability for their WebSphere Application Server testing environments. As a result, the team identified the following metrics:

- **Hardware utilization**: The team members measured the average utilization of the hardware resources in both their native pool of resource and their WebSphere CloudBurst cloud.

- **Time to deploy new environments**: The team measured the end-to-end deployment time from the installation of the operating system, to the installation and configuration of WebSphere Application Server for both traditional deployments and those deployments that were performed by the appliance.

- **Percentage of failed or corrupt deployments**: The team calculated the ratio of deployments that resulted in unusable environments for both traditional deployments and those deployments that were performed by the appliance.

- **Number of non-compliant environments**: The team calculated the ratio of deployments that resulted in non-compliant environments for both traditional deployments and those deployments that were performed by the appliance.
User satisfaction: The team conducted user surveys to determine the percentage of users that preferred WebSphere CloudBurst to traditional provisioning techniques. The team conducted these measurements on an ongoing basis. At the end of the first year of adoption, the team reported the following results:

- **Hardware utilization**: With the appliance, hardware utilization consistently averaged between 60-70%. This utilization was a significant improvement over the 6-12% average hardware utilization rate in the test organization's native resource pool.

- **Time to deploy new environments**: Deployment time with WebSphere CloudBurst ranged between 15-30 minutes depending on the pattern selected for deployment. The team's traditional provisioning approach experienced deployment times that averaged 3 hours.

- **Percentage of failed or corrupt deployments**: Before adopting the appliance, the team deemed between 20-50% of deployments as failed or corrupt. Using the appliance, the team classified only 5% of deployments as failed or corrupt. The majority of the failed deployments occurred solely because the team ran out of capacity in the WebSphere CloudBurst cloud.

- **Number of non-compliant environments**: Traditionally, the test organization dedicated at least one person to update and patch non-compliant deployments. With the appliance, patterns and script packages encapsulated the update and patch process for operating system compliance. The result of this automated approach toward compliance assuredness is that the team deploys zero non-compliant environments. Before adopting this approach, the team had to dedicate testers each day to manually update environments for compliance reasons.

- **User satisfaction**: The test organization conducted user surveys to determine the percentage of testers that preferred WebSphere CloudBurst to traditional provisioning techniques. The result was that 80% of the users preferred to use WebSphere CloudBurst to provision their environments as opposed to traditional provisioning techniques.

In addition to these types of measurements, the team measured the bottom-line effect to the organization by performing a return on investment (ROI) study of their incremental WebSphere CloudBurst adoption. WASDTO found that in the first year of adoption alone, it achieved direct savings of USD500,000. In addition, the team reported an additional USD2.1 million in enabled efficiency gains supported by an 85% increase in system administrator efficiency.

Again, these results reflect measurements observed after a year of adopting the appliance, during which time the team used the appliance to manage about 6% of its lab infrastructure. It is important to note that the test organization continually collects these measurements. In addition to simply collecting these measurements, the team sets up regularly occurring meetings with those individuals that the team identified as key stakeholders and decision makers within the organization. These meetings serve as an opportunity for the team to report its results and illustrate the value from its incremental adoption approach. By providing empirical and cost savings data, the team secures ongoing commitment and investment in its adoption of the WebSphere CloudBurst Appliance.

**Your plan for measuring and communicating value**

As WASDTO demonstrates, it is important to formulate and execute a plan for measuring and communicating the value of adopting WebSphere CloudBurst. First, you need to establish the goals for the organization, and you need to identify measurable metrics that indicate your progress toward those goals. It is likely that you can at least start with the same metrics identified by the test organization. From there, you need to establish a plan to measure these...
metrics for both your WebSphere CloudBurst Appliance and traditional provisioning approaches.

Beyond simply measuring these metrics, identify key decision makers in the organization. Which people or groups of people can influence the expansion of the appliance in the organization? As WASDTO did, consider those people with the resources to drive further adoption in addition to those individuals who can act as evangelists and spread adoption throughout the organization. If you couple the measurement of value with the communication of value, you can effectively influence the further adoption of WebSphere CloudBurst in your organization.

Conclusion

WASDTO has achieved significant results through the incremental adoption of private cloud computing using WebSphere CloudBurst. The team started by identifying a variety of usage scenarios for the cloud, beginning with integration into existing provisioning processes, then providing self-service access to novice users, followed by access for expert WebSphere Application Server administrators. Similarly, the team staged the size of the cloud, increasing capacity over time, and automated the movement of capacity between physical and virtual environments. WASDTO used the customization capabilities of the appliance to implement security policies and to provide repeatable, customized deployment for cloud users. Throughout the process, the team measured key metrics to assess and communicate the results. This incremental, staged adoption led to achieving the objectives for improved availability, utilization, and manageability. These techniques can provide a framework for your own adoption plan.
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