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Preface

What do you know about your data? And how do you know what you know about your data?

*Information governance* initiatives address corporate concerns about the quality and reliability of information in planning and decision-making processes. *Metadata management* is cataloging information about data objects. Many organizations have data spread across disparate heterogeneous systems. Users who own, manage, and access these systems often do not communicate with each other. Metadata management refers to the tools, processes, and environment that are provided so that organizations can reliably and easily share, locate, and retrieve information from these systems.

Enterprise-wide information integration projects integrate data from these systems to one location to generate required reports and analysis. During this type of implementation process, it is important to provide metadata management along each step. Metadata management ensures that the final reports and analysis are from the right data sources, are complete, and have quality.

This IBM® Redbooks® publication introduces the information governance initiative and highlights the immediate needs for metadata management. It explains how *IBM InfoSphere™ Information Server* provides a single unified platform and a collection of product modules and components so that organizations can understand, cleanse, transform, and deliver trustworthy and context-rich information.

This book describes a typical implementation process. It explains how InfoSphere Information Server provides the functions that are required to implement such a solution and, more importantly, to achieve the metadata management goal.

This book addresses the following InfoSphere Information Server product modules and components (some in more detail than others):

- IBM InfoSphere Blueprint Director
- IBM InfoSphere Data Architect (overview only)
- IBM InfoSphere Business Glossary
- IBM InfoSphere Discovery
- IBM InfoSphere Information Analyzer
- IBM InfoSphere Metadata Asset Manager
- IBM InfoSphere Metadata Workbench
- IBM InfoSphere FastTrack
This book is intended for business leaders and IT architects with an overview of metadata management in information integration solution space. The book also provides key technical details that IT professionals can use in a solution planning, design, and implementation process.
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Overview and concepts

This part introduces the following concepts:

- Information governance
- Metadata management
- Solution planning for a typical information integration project
- IBM InfoSphere Information Server product modules and components

With the product modules and components, organizations can understand, cleanse, transform, and deliver trustworthy and context-rich information to help fulfill information governance initiatives including metadata management.

This part includes the following chapters:

- Chapter 1, “Information governance and metadata management” on page 3
- Chapter 2, “Solution planning and metadata management” on page 29
- Chapter 3, “IBM InfoSphere Information Server approach” on page 41
The discipline of information governance helps organizations to better cope with the challenges of data explosion, fast-moving markets, elevated levels of uncertainty, and the increased burden of regulatory requirements. By practicing information governance, orchestrating people, processes, and technology ensures that information is understood, is of high quality, and is trusted.

Metadata management is a central tenet to information governance. Information governance is the ability of an organization to manage its information knowledge and to answer questions such as “What do we know about our information?” Metadata management refers to the tools, processes, and environment that are provided to enable an organization to answer the question, “How do we know what we know about our data?”

This chapter includes the following topics:

- Information governance
- Defining metadata
- Types of metadata
- Why metadata is important
- Requirements for managing metadata
- Business scenarios for metadata management
1.1 Information governance

The world is experiencing an unprecedented explosion of data: An estimate of more than three exabytes of digital information are created everyday around the world. Increased levels of complexity and the need to keep pace with a fast-moving world are unforgiving to judgement errors or bad planning and decision making. Organizations realize that they need a better grip on their information and to better manage its creation, use, and distribution. Information governance, through people, processes, and technology, fills this gap to ensure that information is well understood, to improve its quality, and to instill trust in it.

An average organization handles thousands, often tens of thousands and more, of data assets. Organizations manage, maintain, execute, distribute, and consume databases, files, applications, and reports daily. Together, these assets, the people, and the processes that move and transform information comprise the information supply chain of the organization, as shown in Figure 1-1.

Information governance initiatives address corporate concerns about the quality and reliability of information that is used by an organization in its planning and decision-making processes.

Information governance focuses on three areas:

**Life-cycle management**

Management of the creation, storage, retention, recovery, and destruction of information that might be required by the organization and regulatory authorities.
Protection  Control of data use to provide privacy and security.

Trusted source of information  Assurance of the information quality, common understanding, timeliness, accuracy, and completeness of the information.

1.2 Defining metadata

If you search for a definition of metadata, you will find several of them. Definitions differ depending on the context domain in which the metadata is introduced.

For example, metadata in the context of library management emphasizes the cataloging aspect of library materials. Libraries use metadata to capture and describe library resources and various types of publications in a manner that users, librarians, and researchers can use it to locate, sort, and trace these publications. Researchers can search for publications by subject, name, or author, or they can look for related publications about the same subject, by the same author or in the same journal. The utilization of library resources increases many times while significantly reducing the effort involved.

In the field of art curation, metadata captures information about fine art artifacts. Curators use metadata to capture the information that describes the artifact, its history, location, and provenance. Museums and collectors use this information to manage their collections, validate their authenticity, and support research and education.

In the domain of information technology (IT), metadata is about data and other IT artifacts. The most common definition of metadata is “data about data.” However, because data without context is merely a meaningless sequence of symbols, the discussions about metadata quickly revert to “information about data, information about information.” If you have a large collection of information organized in a way that you can extract relationship and data flows and perform explorations and investigation so that it becomes actionable information, you can refer metadata as “knowledge about data.”

Maintaining a catalog of data artifacts serves a similar purpose of managing the inventory of publications in a library or fine art in a museum collection. You need to understand what the artifacts are, trace their origins, monitor their usage, and provide services to users and stakeholders.

In the domain of information processing, the objects are electronic records of data assets. Such data assets include data files, data columns in a database, business intelligence (BI) reports, or a transformation job that pours the content of one data store into another. These data assets are the type that an enterprise creates,
maintains, and uses to conduct business. The information about these data assets is most valuable to separate users within the organization. Data analysts and developers want to know the physical characteristics of these assets.

Metadata includes technical attributes that describe the physical characteristics of a data element and, often, descriptive attributes that provide semantic and administrative information, such as meaning, usage, owners, and users. This information has broad usage at all levels of an organization and by users in various roles.

1.3 Types of metadata

Metadata has many sources, and many users find utility in various aspects of information about an object. You can classify metadata by content and usage in multiple ways. IBM InfoSphere Information Server classifies metadata into business, technical, and operational metadata types that are distinguished by their content and source.

1.3.1 Business metadata

*Business metadata* includes business terms and their definitions, examples of usage, business rules policies, and constraints. Altogether they define the semantics of a business concept and its realization in physical data assets.

Business metadata satisfies the needs of business people and the user community at large by answering the following types of questions:

- A report shows profit margin, but what does it mean?
- Where does the data for calculating the profit margin come from?
- What calculations went into the determination of the profit margin?
- Who (which *data steward*) owns this term?
- What are the business rules that are applied to profit margin?
- What other reports show profit margin?

Users of business metadata are primarily business users, but anyone can use it to understand what things mean. Examples include how, when, and by whom they are used, and what policies, rules, and restrictions might apply to the use of the data asset.

The source of business metadata is mostly the business. Subject matter experts (SMEs) and data stewards can be sources of business metadata. Internal and external business, operational, and policy manuals can be sources of business metadata.
You must express business metadata in a language that is spoken and understood by business people, which means spelling out terms fully and making sure that definitions are clear and unambiguous. Express business rules in plain language and not in a complex, formal manner with abbreviations, mathematical expressions, or functional expressions.

1.3.2 Technical metadata

*Technical metadata* consists of the technical description of data assets. Technical metadata includes the following descriptions:

- Schemas, tables, and file layouts
- Source and target datastore identification and physical attributes
- Data mappings
- Formal specifications of transformation jobs, business rules, and other processes

People and systems use technical metadata. IT technical staff, such as analysts, developers, and administrators, use technical metadata daily to perform jobs. For example, they might analyze requirements and write specifications for a new job, develop a method and write the code, or diagnose a problem and develop a fix for the problem.

Knowledge of the data and the processes that manipulate the data is valuable to businesses. Technical metadata helps to answer the following questions:

- What databases exist?
- What are the schemas, tables, views, and columns in a database?
- What are the keys of a given table?
- What do jobs read from a table?
- Can a column obtain a null value?
- What do jobs write to a table?
- What are the flat sequential files in the data stream?
- How is the data processed?
- What valid values are allowed for a column?

The source for technical metadata is usually the data assets themselves. Databases maintain data catalogs that contain all the information that a database management system needs to operate on the data that it stores. BI tools maintain data models, functions, specifications, and instructions to manipulate data and present it in the desired format.

Data integration tools maintain the details of the source, target, and flows of data; the transformations and parameters that are applied on the data; and all other details that are necessary to accomplish their designated function. All of this information that is used by the various tools to perform their tasks is technical
metadata. Technical people create and use the technical metadata, and they usually store it in the individual tools. Technical people often enhance the technical data manually by annotating the data assets or by providing design and modeling documents.

1.3.3 Operational metadata

Operational metadata consists of information about the execution of an application or a job. Such information includes times and dates, counts of records processed and rejected, and statistics about processes, processors, and servers that are generated in the course of executing a job.

Operational metadata is used to answer the following questions:

- At what date and time was a job last executed?
- How many records were processed?
- How many records were rejected?
- How long did it take to process the job?

Users of operational metadata are primarily operations people who monitor the execution performance of various processes. IT and business management are often interested in the overall system performance and throughput as they consider adding more applications to existing resources or making decisions about additional computing resources. Business people might also be interested in the currency of the data that they use in their various business tasks. Therefore, they look for the last time that a job ran or that a data store was updated. Business people can obtain answers by reviewing the dates and times that a specific job was executed and that a data store was updated.

1.4 Why metadata is important

Metadata management is cataloging information about data objects. Metadata management provides the tools, processes, and environment to enable an organization to answer the question, “How do we know what we know about our data?” The capability to easily and conveniently locate and retrieve information about data objects, their meaning, physical location, characteristics, and usage is powerful and beneficial to the enterprise. This capability enhances the ability of the organization to deal with risk, meet regulatory requirements, and improve IT productivity.
1.4.1 Risk avoidance

Organizations face a multitude of risk types of which market, operational, and regulatory exposure are only a few. Information and knowledge are ways that an organization can mitigate risk. The capability to make plans and decisions based on reliable and trusted information does not eliminate risk. However, with this ability, businesses can more precisely evaluate the risk that they face and act accordingly. Metadata management provides the measure of trust that businesses need. Through data lineage and impact analysis, businesses can know the accuracy, completeness, and currency of the data used in their planning or decision making models.

1.4.2 Regulatory compliance

More than ever before, organizations are subject to regulatory requirements. They are required to submit periodical reports concerning their activities in their particular business domain. Certain regulatory directives are particular about data handling, specifying the security, privacy, and retention requirements on different types of data. Organizations are often subjected to audits where they are required to show and demonstrate that they comply with these requirements.

Metadata management conducted on a unified platform that provides stewardship, data lineage, and impact analysis services is the best assurance that an organization can validate and demonstrate that the data reported is true. It also validates and demonstrates that the data is correct and is handled according to regulations.

1.4.3 IT productivity

Many organizations are bogged down with the repetitive IT tasks of analyzing and reanalyzing the same data and processes whenever they are called to support a new service or reporting requirement. Data is abundant. Much of it comes from existing systems and data stores for which no documentation exists or, at best, the documentation does not reflect the many changes and updates of those systems and data stores. In many cases, this precious knowledge remained with the individuals who originally developed the system, but who might have left the company or moved on to roles in other departments or operations.

This lack of documentation translates to labor-intensive tasks of reverse engineering, research, and analysis to identify the elements that are required for the new tasks, their properties, and dependencies. You can avoid part of this effort if the metadata is captured and maintained in a repository that is accessible to developers, analysts, and other stakeholders.
1.5 Requirements for managing metadata

The key to metadata management requires a committed *partnership* between business and IT with joint ownership or guardianship in which both communities contribute time and effort and have input to the final product look and function.

Metadata management initiatives usually fall within the realm of the broader information governance program. Metadata management is an enabling practice, supporting management in its daily chores by providing trusted information for reporting, planning, and decision making. Metadata management helps users assert the meaning of information and determine its accuracy, completeness, and currency.

For a long time, information professionals and corporate management have recognized that data is a valuable asset and must be treated carefully. Although most organizations do not document the value of information assets, they are aware that they can extract value from the available information and might suffer damage if they fail to handle and secure it properly.

The discipline of information governance emerges as a primary condition for maintaining a healthy corporation. Presently, laws or regulations require many businesses and government entities to maintain specified levels of integrity, security, and privacy of their data and to be able to show compliance with these requirements. Beyond that, the ability of an organization to guarantee high-quality information or maintain the knowledge about its information is invaluable to its ability to compete successfully in today's markets.

Over the decades, information systems have evolved, creating a complex web of applications and data stores that feed each other. Transactional data systems perform monetary or material transactions, money transfers between accounts, reservations are made for trips, purchases are recorded, and shipping instructions are issued. These transactions represent a repository of valuable information that companies harvest and mine to extract patterns and identify trends.

Companies use BI applications to digest this data and present it in ways that managers and other knowledge workers can use to plan and make decisions. Businesses create information supply chains that consist of pipes, channels, and applications. IT uses various tools and utilities along these data routes to cleanse, integrate, consolidate, and reconcile data. These tools populate master data repositories, data warehouses, and data marts that are designed to meet various information needs.

At any given time, organizations deploy various information processing initiatives. Whether upgrading an application to support new offerings, products, and services, responding to compliance reporting requirements, or adopting new
analytical and decision making disciplines, IT departments are busy moving information from one container to another, changing its format and representation. In the present information environment, these tasks have many risks.

A failure to deliver and possible exposure of the organization to legal and regulatory liability can result from the following issues:

- The failure to obtain complete and true specifications
- A lack of understanding the meaning and use of the data elements
- A lack of understanding the restriction and constraints that might apply to data elements

In traditional information management, knowledge resided in separate systems or with only individuals who had the knowledge of the subject or, if documented, on their personal workstation or in a drawer. Shared drives and directives to store all of these documents in a public area provide partial relief, but still much is to be desired. When companies deposit data in architectural designs, data dictionaries, system specifications, and other documents, these repositories do not lend themselves easily to search and exploration. Although information might be accessible to a broad community of users in a single location, the effort to identify the right documents, determine their currency and relevance, and retrieve the desired information might be significant.

The cost and risk that are associated with this style of operation are prohibitive, and organizations recognized this issue a long time ago. System development methodologies that have been introduced over the years have made significant strides in streamlining and rationalizing the software development process. However, not much was done in support of the preservation of the knowledge generated in the process post deployment.

Metadata management is the practice of managing knowledge about the information supply chain. Although many people refer to metadata as “data about data,” in reality, companies work with more than only data or information. Metadata refers to a rich structure of knowledge. This structure captures the meaning of a term or data asset, its relationships to other assets, and rules that might apply to it to determine the quality, policies, and regulations that specify its use.

Metadata management addresses many of the challenges that organizations face in the present reality of a fast-moving world. Transactions execute in a fraction of seconds, and decision making needs to match this speed. Trusted information in this world is invaluable, and the capability to trace and track the flow of data and access the information associated with it is critical.
1.5.1 The information governance organization

Managing metadata requires cooperation between the business and IT. Organization work with many types of metadata: business, technical, and operational. Any group of users might access any of these types of metadata. The power of metadata is the ability to place technical metadata into a business context and to derive from data in columns and tables the meaning and usage to interrelationships and dependencies.

As mentioned previously, metadata management is a committed partnership between business and IT. They have joint ownership or guardianship in which both communities contribute in time and effort and have input to the final product look and function. The term management implies proactive involvement in creating, monitoring, reporting, and making decisions about all issues concerning metadata.

The information governance organization has a layered structure that consists of three levels of management:

► Information governance steering committee. This group consists of senior representatives from business management and enterprise architecture. The team articulates the vision of the information governance initiatives, defines the strategic direction, and provides the oversight on its execution. With its executive power, the team can identify and allocate the resources needed for the execution of the program. The steering committee meets periodically to review progress reports, deliberate exceptions, and decide on budget and nominations for the various operational teams.

► Information governance center of excellence (CoE). This group consists of dedicated employees, including the information governance CoE lead. The information governance CoE provides logistic and organizational support to the operational teams. The CoE guides the separate operational teams in developing the processes and procedures for the various governance activities that are based on policies, principles, and guidelines provided by the steering committee. The CoE oversees the compliance of the operational teams.

► Information governance operational teams. Information governance operational teams work with various aspects of information governance and metadata management. Business and IT people staff the working groups as the subject might require. An operational team membership consists of a core team of individuals designated for a period of time, desirably not less than one year.

An organization typically has several operational teams with expertise in various subject areas, such as a BI metadata operational team, a data quality operational team, and a controlled vocabulary operational team. When necessary, the
operational team can recruit additional members with the desired expertise and knowledge in a particular domain to assist in the development and maintenance tasks of the team. The operational teams are highlighted in more detail in the following section.

1.5.2 Information governance operational teams

The organization assembles operational teams to address various aspects of the collection, creation, and administration of metadata as needed and as available resources permit. Operation teams usually consist of the following teams:

- Controlled vocabulary operational team
- Data quality operational team
- Data modeling and business intelligence operational team
- Metadata administration operational team

Controlled vocabulary operational team

The controlled vocabulary operational team develops and maintains the taxonomy of terms and controlled vocabulary of the organization. It also promotes the use of the terms and controlled vocabulary throughout the organization. This team captures and represents the vocabulary that is used in the organization in a manner that enhances communication about, and the understanding of, matters concerning the creation, processing, and use of information. The team commits to adhere to the rules and guidelines that are accepted and approved by the information governance office.

Members of the teams train on the standards, conventions, and processes of the controlled vocabulary and business glossary development and maintenance. Team members commit to the content of the business glossary and its integrity.

In addition, the team might designate individuals across the organization to be authors or data stewards who are responsible for the integrity and accuracy of the sections of the business glossary that are assigned to them. The team lead can call on employees or external consultants to assist in the identification, definition, and enrichment of terms in the vocabulary in areas of their expertise.

The team consists of people with varied skills and experience to be involved in the design, creation, and maintenance of the taxonomy and vocabulary:

- SMEs, from a relevant business domain, understand the business use of the terms, their dependencies, and their relationships to other terms. They create and define new terms.

- Business analysts know the business definitions of the terms for each business entity. They work with SMEs to establish a list of the terms that represent the most common words that are used in reports, applications, and
general communication. They ensure that the term definition is consistent with the goals of the enterprise.

- Data architects understand the physical and structural aspects of the data sources to which the terms might be assigned. They establish the relationships between the terms and technical assets. They identify the terms or the data assets, such as database tables, columns, reports, and others, that need to be assigned to terms.

- Compliance officers are in charge of overseeing and managing compliance issues within an organization. They ensure that term definitions and relationships to other terms and assets conform to business policies and legal regulations.

**Controlled vocabulary operational team roles**

The controlled vocabulary operational team includes the following roles:

- The *controlled vocabulary team lead* is responsible for managing and coordinating all activities regarding the definition and creation of categories and terms. In addition, the team lead asserts that all entries comply with company standards. The team lead reports to the information governance CoE.

- The *controlled vocabulary author* is an SME in a particular domain who is in charge of identifying terms and formatting them according to standards and conventions that are established by the organization. These users have expertise in indexing and controlled vocabulary construction. They are likely to be experts in the subject domain of the controlled vocabulary.

Controlled vocabulary authors must have access to all views of a controlled vocabulary and complete information about each term. They must have the ability to edit and manipulate term records, cross-references, classification notation, and hierarchies. They require glossary read/write access, which actual users of a controlled vocabulary do not need.

- The *controlled vocabulary advisory team member* is an SME in a particular domain in an advisory role to the team. These members validate and suggest vocabulary entries, their definitions, and their relationships to other terms in the vocabulary.

**Data quality operational team**

The data quality operational team assumes responsibility for the definition maintenance of data quality rules and standards and their monitoring. *Data quality rules* represent knowledge that the corporation has developed over time to meet its data quality objectives. Data rules can originate from various operational areas in the organization.
The data quality operational team translates the rules or quality metrics that are provided in natural language into formal expressions that can be executed and scheduled. The team also monitors the execution of these rules and reports to the owners.

**Data quality operational team roles**

The data quality operational team includes the following roles:

- **The data quality team lead** manages and coordinates all the activities concerning the creation, definition, and maintenance of the data quality rules. This person also monitors the execution these rules. In addition, the data quality team lead confirms that all entries comply with company standards. The team lead reports to management on the progress of data quality improvement. This person also helps to resolve data quality problems through appropriate process design strategies and by using error detection and correction tests and procedures.

- **The data quality analyst** helps the organization maintain data quality at the standards established by the information governance office. The data quality analyst defines the rules to evaluate data quality and create test plans that work. The data quality analyst also monitors the compliance of data flows against data quality standards. In addition, the data quality analyst develops, documents, and maintains data quality goals and standards.

- **The data quality developer** translates data quality rule specifications into executable rules. This person tests data rules against target data to determine whether the rule definitions were properly translated into formal expressions and the target data was properly selected. The data quality developer schedules the execution of the rules and the production of the data quality reports.

**Data modeling and business intelligence operational teams**

Data modeling and business intelligence operational teams exist within most IT departments under the auspices of one group or another. However, more than any other IT group, these teams are closer to the business. They bridge between business and IT, translating business requirements into data structures, models, and designs so that developers can turn requirements into operational systems and reports. Team members are in the front line of the IT operations taking business content to create IT specifications and artifacts. They generate metadata, placing details of the transformation of business concepts into data structures and specifications.

If not directly reporting to the information governance council part of the metadata landscape, data modeling and BI operations are subject to the rules, policies, and standards regarding the creation and maintenance of information about information.
**Data modeling and business intelligence operational teams roles**

The data modeling and business intelligence operational teams include the following roles:

- **The data modeling team lead** manages and coordinates the activities of the data modeling team. This person is responsible for the implementation of guidelines and adoption of rules and standards concerning data issued by the information governance steering committee. This person is also responsible for developing and applying data modeling best practices and the proficiency of team members to use the modeling tools employed by the organization. The activities of the group are driven by business priorities. However, if decided, the team lead also reports to the information governance CoE regarding activities of the data modeling group.

- **The data modeler** is professionally trained to capture and represent business concepts in data structures in a manner that functional requirements can be satisfied in the most efficient way. The data modeler interacts with the business to gather functional requirements and with users to gather their reporting requirements. This person abides by the organizational guidelines and applies established standards in developing data models. The data modeler conducts sessions with business people to understand the meaning for their requirements and the vocabulary they use. This person documents accurately the meaning of business terms and their data representation and realization.

- **The business intelligence team lead** manages and coordinates the activities of the business intelligence team. The activities of the group are driven by business priorities but are carried out according to the standards and guidelines established by the information governance steering committee. The BI team lead is responsible for developing and applying BI modeling and reporting best practices as they might apply to the BI tools used by the organization.

- **The business intelligence designer** is professionally trained on the creation of BI models and reports. The BI designer interacts with the business and with users to gather their requirements. This person creates BI models and design reports by using naming convention and terminology established by the information governance authorities.

**Metadata administration operational team**

In terms of managing metadata, people often think of a metadata repository, which is a database with the appropriate data structures capable of storing and retrieving information about data assets. The metadata administration team is responsible for all aspects of maintaining the metadata repository. Such aspects include loading metadata, establishing lineage between data elements, and performing all other tasks that are required to keep the repository current and secure. The workgroup consists of IT professionals with system and data administration skills who are trained on the metadata repository environment.
The team might have work groups or individuals that specialize in types of metadata or sources of metadata, such as the business vocabulary or glossary, operational metadata, or BI reports. The team monitors the use and performance of the metadata management system. The work of the team might often require collaboration with business analysts, data analysts, and SMEs to establish correct relationships among business metadata and technical and operational metadata.

**Metadata administration team roles**

The metadata administration team includes the following roles:

- The *metadata administration lead* is an IT manager who is responsible for the operation of the team. This person establishes guidelines and standards for operations and verifies the execution of tasks according to these standards. This person also reports to the information governance office lead.

- The *metadata administrator* is an IT person who is skilled at system and data administration and trained on the metadata management platform. This person is responsible for different aspects of the metadata repository maintenance including security and integrity. The administrator assigns access privileges and permissions to groups of users. This person is also responsible for promoting metadata from a development environment to a production environment.

### 1.5.3 Standards, policies, and procedures

Standards, policies, and procedures are the backbone of an information governance program. You establish standards, policies, and procedures; apply them to set goals for the program; and specify how to attain these goals.

**Standards**

Standards exist all around us. They permit the world to move forward in an orderly fashion and enable commerce to be conducted. Organizations create standards for the simplest of products, defining their measures and content, all the way up to building bridges and erecting skyscrapers. Standards enable power to flow along grid lines. They also determine the safety of the water that you drink, the medications that you might take, and the foods that you eat. In the domain of data processing, you use standards to enable processing and the exchange of information.

*Data standards* are documented agreements about the representation, formats, and definitions of data elements. Standardized data is more meaningful, more comparable, and easier to exchange and store.
The benefits of data standardization are major tenets of information governance:

- Improved quality
- Better compatibility
- Improved consistency and efficiency of data collection
- Reduced redundancy

Most IT departments apply a common naming standard. Because they use information component names as primary search keys, they must convey meaning so that users know what the key looks like and what it represents or is used for.

**Naming standards**

Naming standards or conventions are inherent in any IT methodology. Both large and small IT organizations develop or adopt naming standards to identify their IT assets. An IT organization defines how to construct names for servers and network nodes down to databases tables, columns, and report headers.

The *object/modifier/class* approach is a widespread naming standard that is commonly used to label data columns and other data artifacts. In this approach, the name of an attribute is driven from its definition or description. The name is constructed by using the following elements:

- **Object**: What is being defined?
- **Modifier**: Which fact about the object is being defined?
- **Class**: Which class of information is being defined?

For example, a column that captures the time of day that a flight is scheduled to arrive or the “scheduled flight arrival time” includes the following data:

- **Object**: Flight
- **Modifiers**: Scheduled, arrival
- **Class**: Time

The application of this approach to name tables, columns, or other data assets often resorts to the use of abbreviations. Whether to comply with length restrictions or to make life easier for the administrator, modeler, and developers, abbreviations are used to replace the full spelling of the word.

Abbreviations are also subject to standards, which are mostly developed by the company to reflect its own or industry terminology. Often to specify the class of words, people use **ID** for identifier, **CD** for code, **TM** for time, and **DT** for date. For the modifier, you might use **ARVL** for arrival, **DPRT** for departure, **SCHD** for scheduled, and **ACTL** for actual, and so on. By using these abbreviations, the scheduled flight arrival time might be displayed as FLGHT_SCHD_ARVL_TM.
Standard abbreviations
Organizations must adopt and publish its standard abbreviations list to avoid confusion or misinterpretation. Publishing this list is important given the large number of abbreviations and acronyms that organizations use and the multiple interpretations that a single abbreviation or acronym might have. Because these names represent an important part of the metadata that is captured and managed, the adoption of naming standards for all assets and data elements is critical to your success.

Term construction and definition standards
Other standards for names and definitions apply to the glossary (controlled vocabulary) terms and their definitions. Terms are essential to the ability of the company to find information in the metadata repository. Terms and their definitions must not be ambiguous and, thus, must follow clear rules of how to form a term and how to define it.

The following standards are common for vocabulary construction and metadata creation:

- ISO 11179-4 Formulation of Data Definitions

A company might apply other standards that concern security, privacy, access, and communication. The information governance council and information governance center of excellence have jurisdiction over these issues and the development and application of these standards.

A long list is available of the metadata standards that apply to the content and structure of data messages that apply to some applications in certain industries. Specific companies are required to comply with these standards for reporting purposes or to conduct business with peers, vendors, or customers. The maintenance of, and compliance with, metadata standards also fall under the information governance council, which might create a workgroup to address the issues that relate to these standards.

Policies and procedures
By using policies and procedures, management can achieve its goals without constant intervention in daily operations. Employees have a clear understanding about what can and cannot be done and how to perform tasks. Policies and procedures are critical to instilling trust in the work products that employees create or need to work from and are the foundation to compliance.
Along with standards information, governance implies the creation and enactment of policies that direct all stakeholders’ actions on all aspects of the creation, preservation, and use of information. The information governance steering committee oversees the development, review, and approval of these policies for its own management and conduct and for the various operational areas over which it has jurisdiction. You can delegate part of this responsibility to the office of the Chief Information Officer (CIO).

On matters of information governance and metadata management, the information governance CoE assumes the responsibility to develop, disseminate, and enforce the required policies and procedures. Policies and procedures guarantee that all activities are completed properly, on time, and with transparency. Policies also guarantee that all activities are completed by the people assigned with the proper authority.

Policies are descriptive and include the following information:

- Explain the purpose of the policy.
- Identify the governing rules.
- Explain in which instances the policy applies.
- Detail to whom or to what the policy applies.
- Describe how to enforce the policy.
- Describe the consequences.

The information governance team develops a set of policies and procedures for the various aspects of its operation. Every entity in the information governance hierarchy has a set of policies and procedures that defines its authority and the way it must conduct activities in relevant matters to its area of responsibility and operations.

Information governance and metadata management might require the following policies:

- Information governance council:
  - Member nomination
  - Meeting schedule and protocol
  - Decision making
  - Reporting

- Information governance CoE:
  - Membership nominations and tenure
  - Meeting schedule and protocol
  - Decision making
  - Reporting
Controlled vocabulary workgroup:
- Taxonomy construction and validation guidelines
- Term naming and definition standards
- Member nomination and tenure policy
- Data steward appointment guidelines
- Taxonomy creation and validation:
  - Naming conventions
  - Category definition guidelines
  - Taxonomy creation and validation guidelines
  - New category policy
  - Category splitting policy
  - Category deprecation policy
  - Publishing and reporting
- Controlled vocabulary term creation and maintenance:
  - Term identification and approval
  - Naming conventions
  - Term definition standards
  - Custom variables, term relationships, and referencing guidelines
  - New term policy
  - Term deprecating policy
  - Asset assignment
  - Publishing and reporting

Metadata repository administration workgroup:
- Asset import policy and protocol
- Asset linking and stitching
- Data and business lineage generation
- User definitions and permission assignment
- Backup and recovery procedures

Procedures prescribe how and when to perform tasks. The procedures provide clarity to the employees who are performing the tasks and often protect the organization from security, safety, and liability risks. Along with the policies that specify who can take action, when they can take it, and what actions to take, the procedures that are defined along these lines specify how to perform these actions.

**Metrics**

Metrics are an essential management tool. Without the ability to measure input and output, management cannot evaluate the productivity and effectiveness of its actions, make plans, or chart a path for future development. Metrics are the means by which management can set goals and monitor progress.
Data quality is the highest concern of information governance. The accuracy, completeness, and timeliness of data are essential to generate the trusted information that management needs for its planning and decision making. Metrics for these aspects of quality are usually easy to set and measure. The information governance CoE or another data quality entity sets clear goals for the acceptable levels of errors. It also monitors progress toward achieving these goals, preventing the deterioration of data quality.

Metadata management might present additional metrics to determine the success of its programs or the scope of coverage:

- **Coverage** is the volume of metadata that is captured in the repository. Coverage can include a count of the data sources, applications, jobs, and other artifacts for the terms that are captured and represented in the repository.

- The success of a program is measured by the frequency of users accessing the metadata repository to explore and search for information. Each search on a metadata management system replaces a less efficient search, which is often done manually, in documents or other resources. The frequent use of a metadata system indicates that individuals from IT and business collaborate to identify an explanation or a solution to a data issue. It indicates that one side attempts to understand how the other side interprets or realizes things.

### 1.6 Business scenarios for metadata management

Metadata management plays a critical role in conducting business. It might be understanding what a report is about and what the figures mean or asserting that the organization complies with rules and regulations. The following sections present several business scenarios where the role of metadata management is indisputably critical.

#### 1.6.1 Metadata for compliance

Government and institutional regulations require companies to store increasing amounts of data for compliance. Two such examples of regulations are the Sarbanes-Oxley Act requirements on financial reporting and the Health Insurance Portability and Accountability Act (HIPAA) requirements on medical record keeping. For each set of requirements, organizations must maintain information in a certain form and show that they comply. Furthermore, many of these regulations make executives accountable, and failure to comply can result in severe penalties and even a jail sentence.

In the modern information environment, multiple systems communicate and exchange information across networks and new systems and applications are
added at an increasing pace. In this environment, the task of tracking the information flow, as required by many of these regulations, is massive. Without the proper technology and discipline, it is easy to see how things can be missed.

For example, financial services companies must retain certain records over a specified period of time. They must also maintain a system to show an audit trail for each of these records and verify that records have not been altered.

Medical institutions in the US, under HIPAA, are subject to strict regulations concerning patient information. The disclosure of information to unauthorized individuals or organizations can subject the institution to censure and penalties. Medical institutions are required to show that patient information is protected and to show the manner in which access is restricted.

Metadata management can help in the following cases:

- Financial institutions in the US, under SEC 17a-4, must retain certain records for a specified period of time. This information is part of the record metadata attributes that are retained in the metadata system. The systems that maintain and archive data can consult these values. The same information is also available to individuals, such as auditors, analysts, and developers, who need to work on or work with these records to access the necessary information to determine how to handle the information.

- For medical information, privacy and security are attributes of records or fields in a database. They are also elements of the metadata about these data elements. You can use privacy or security values as triggers to rules that can enable or prohibit access to the information, depending on the type of user access.

Similar regulations concerning privacy, security, data retention, and disclosure exist in the industrial world and in many developing countries.

### 1.6.2 Metadata for risk management

The explosive growth of information presents growing challenges to management to mitigate the risk that is associated with information. A considerable part of this data is subject to security, compliance, and retention requirements. Failure to meet these challenges often results in financial loss and often legal or regulatory liability.

Sensitive information about customers, products, partners, employees, and more is stored in diverse locations and shared across networks. Breaching security is common, resulting in the loss of confidence and customer goodwill and often in legal and regulatory liabilities. Classifying data to determine the levels or types of security, privacy, and compliance that need to be applied is an essential step toward securing the data and avoiding unnecessary exposure. Implementing
selective access privileges based on the type of data and the role of the user must complement this initiative.

Risks in data exist in many places and are manifested in multiple ways. A failure in a remote transaction system might result in corrupt data that enters the information flow. A misunderstanding of a report specification might result in the inclusion of wrong or irrelevant data in the report. Changes in organizational structure might result in the omission or duplication of data in a report. These and other factors cause erroneous data to find its way into reports for planning and decision making or for compliance with regulatory requirements.

The capability to validate that the correct data is used exists in the following abilities:

- To trace data to its sources
- To understand the data and its use
- To identify the stewards who can provide answers or rectify a problem

In today's normal information environment, in which metadata management systems are not yet prevalent, detecting and addressing these problems are not easy. The lack of a central metadata repository, which can be interrogated for ownership, source, flow, and transformations, makes the task hard and prohibitively expensive. Answering these questions means exploring databases, data flows, and data integration processes and involving multiple individuals who might have parts of the information.

By having a metadata repository and management system, the organization can capture this “data about the data” and users can query it for the answers to these types of questions.

## 1.7 Where to start

A metadata management program is a significant undertaking. It requires an organization to make a commitment and provide resources. Because metadata spans broad arrays of applications, data stores, metadata types, and technologies, the organization must provide a clear statement of its goals and how to get there. A metadata management program requires standards, processes, and procedures that prescribe and dictate what metadata will be captured and maintained and how. The organization must dedicate resources from both business and IT to achieving the goals.

A cornerstone of the metadata management initiative is a repository where metadata is captured and maintained. This repository is open to all stakeholders, where they can search, browse, and query to find information about data
artifacts, their meanings, their sources, and their relationships to other data artifacts. Building this repository entails creating a partnership between business and IT, often with conflicting interests and priorities.

Companies usually have large numbers of applications, data stores, and many other forms of information storage and delivery. An attempt to capture them all in one effort is destined to fail. Instead, you must form a strategy and chart a roadmap, detailing what metadata will be captured, in what order, and by whom.

Management must develop and articulate a vision that is accompanied by a commitment of financial resources. Beyond a statement of goals and a charter, careful planning must occur, stating clear objectives for every phase of the process. Planning must include the following tasks:

- Selecting and prioritizing operational domains
- Identifying metadata resources
- Creating the organization, roles, and processes to feed and maintain the metadata repository
- Educating stakeholders and users on the available tools to access and probe the repository

Corporate action that involves setting goals; designating resources; establishing standards, processes, and procedures; and selecting the technology on which the repository will be built must precede the creation of the metadata repository. By following these initial steps, a typical process of creating and populating the metadata repository is an iterative process.

Industries structure their operations differently to fit the ways they operate and the kinds of tasks that they can perform. In the banking industry, you might see the subject areas of customers, customer accounts, human resources, marketing, credit and risk, and so on. Other subject areas exist in the airline industry. The primary service in the airline industry is to operate flights from one airport to another using airplanes. These companies focus on the subject areas of reservations, flights, operations, assets, customers, employees, and so on.

Each iteration that involves subject areas contains the following steps:

1. Review and inventory metadata resources.
   - Identify and define the resources in the subject area. These resources might include data models, glossaries, applications, data stores, reports, and the individual stewards who own or know about these artifacts.

2. Prioritize and line up partners from business and IT.
   - Classify and prioritize the resources relative to their importance to the metadata management program objectives. Certain resources might be
identified as immaterial for future directions, and other resources might have a low impact on the present management processes, thus being deemed low priority. For the select metadata sources, recruit the business and IT individuals who are knowledgeable about the subject to support the effort.

3. Populate the metadata repository.

Population of the repository entails a long list of activities to be undertaken by the various operational teams:

a. Create a vocabulary for the selected subject area.

b. Load the technical metadata from data stores, BI tools, data modeling environments, data integration projects, external stores, and processes.

c. Load the operational metadata.

d. Establish links where applicable to enable search, navigation, and lineage reporting.

4. Test the metadata, and deploy it for general usage.

The metadata in the repository must pass the test of users. Business and IT must validate that the business glossary contains the correct terms of the domain with the proper definitions, interrelationships to other terms, assignments of data assets, and links to reflect lineage. Only release the repository to the users after a period of testing and correcting information.

5. Establish a metadata maintenance and administration regimen.

The metadata that is loaded into the repository has to be maintained and refreshed periodically, because changes in the subject areas occur frequently. Data store changes must be updated, new reports need to be developed, and operational metadata must continue to be produced as jobs execute according to schedules. The metadata administration team monitors the system to guarantee smooth operations. The various teams continue to develop and enrich the knowledge base.

6. Disseminate the metadata knowledge, and train users.

The utility of the metadata management system grows as the amount of content grows and the number of users expands. The information governance council promotes and enacts training programs to broaden the use of the facilities that are provided by the metadata management system by a larger community of users.
1.8 Conclusion

In conclusion, this chapter explains what information governance and metadata are. It explains why it is important to manage metadata and what is required to manage metadata.

Chapter 2, “Solution planning and metadata management” on page 29, describes a common use case of an information integration project. It highlights the different phases of planning and design. In particular, it emphasizes the different artifacts that are created and passed downstream as a manner of sharing and distributing the project information. These artifacts, glossary terms, data models, table definitions, and so on are part of the metadata that is maintained in the repository and that is made available to both IT and business.
Solution planning and metadata management

An enterprise-wide information integration project requires cooperation and committed partnership between the business and IT groups and personnel. To ensure a successful implemented solution, a well-planned and well-executed end-to-end solution plan must be in place. Key to successful implementation is open channels of communication and clear understanding of the requirements among the various groups involved in the project. Another key factor includes accurately translating requirements into specifications and from specifications into programs.

Information integration projects usually consist of four phases: understanding, cleansing, transforming, and delivering the information. These phases lead to a typical, more practical implementation process that serves for both general information integration and metadata management purposes.

This chapter includes the following sections:

▶ Getting started with solution planning
▶ Stakeholders
▶ Integrated solution data flow
▶ Typical implementation process flow
▶ Conclusion
2.1 Getting started with solution planning

Everything begins with a plan. A comprehensive plan determines and gauges the success of any project or task and is, therefore, required and critical. A plan further plots a course of action, leads to execution, and achieves the desired goals with a high level of success.

Plans are everywhere, not only in commerce and industry. They guide daily activities and aid in navigating often difficult or complex tasks. Plans include a strategy, an owner or an approval and acceptance process, and a measured set of goals for determining success. Plans must define a clear and attainable objective.

2.1.1 Information integration solution

Chapter 1, “Information governance and metadata management” on page 3, introduces information governance, metadata, and the need for metadata management. Organizations engage in various data processing initiatives. Often these initiatives involve data cleansing and integration. Data from multiple sources is cleansed and consolidated into a single data warehouse that can be used for an array of applications, from managing customer relations, to planning and decision making, to regulatory compliance.

During these processes, the organization harvests data sources for information about the data characteristics such as sources, format, type, and meaning. More information is created while developing the cleansing procedures and transformation processes to feed the target store. Ultimately, an information integration project creates and consumes information about data, processes, meaning, and business rules. This information, which for simplicity is called metadata, serves the project itself and many subsequent projects that will use the information for new purposes.

An information integration solution generally consists of four phases: understanding, cleansing, transforming, and delivering data. Figure 2-1 shows the four main phases of an information integration solution.

![Figure 2-1 Information integration solution: Four-phase approach](image)
At the *understanding* phase, you identify data sources, capture enterprise definitions and requirements, and perform data relationship discovery. At the *cleansing* phase, you create data rules, perform quality assessment, ensure data accuracy, and eliminate duplicate data. At the *transforming* phase, you document the business rules, specify functions and data storage structures, and implement data development activities to support the transformation and movement of data. At the *delivering* phase, you deliver the necessary informational reports and a cross-enterprise vision of the data assets included for a given project. You also deliver the applied meaning and usages of such assets.

When you plan an information integration solution, you go through these four phases. To make the planning process more concrete and practical, you derive a typical implementation process as explained in 2.4, “Typical implementation process flow” on page 34.

### 2.1.2 Information integration project

An information integration project represents all the elements involved in realizing the information integration solution to achieve the desired goals of the project and to satisfy business requirements. After the initial information integration landscape is established, subsequent information integration projects can use a similar process for implementation, as explained in 2.4, “Typical implementation process flow” on page 34.

Regulatory agencies and internal auditing or corporate policies additionally provide input in the design of the project. Regulations dictate the rules that govern the storage or aggregation of information, the quality assessment criteria, and required identification methods. Corporate policies determine how data can be stored and accessed. They also define exact standards for data privacy and the means for monitoring data accuracy.

Strategic initiatives that drive adoption of a project plan must recognize the value and criticality of information to create a competitive advantage. Such initiatives must also commit the necessary resources to manage and deliver an information integration solution.

### 2.2 Stakeholders

When creating an information integration project, a key challenge is the acceptance, adoption, and implementation of the process. Stakeholders are a critical factor for the success of this type of the project, which explains why they are highlighted in this section before exploring the typical implementation process.
All stakeholders must be involved in the process for the following reasons:

- To ensure adherence to regulatory standards and compliance with corporate policies
- To address general concerns surrounding data quality, standardization and privacy
- To make data available for reporting and analytics

The primary stakeholders of an information integration project are *consumers*. Consumers can include executives, analysts, administrators, auditors, developers, and others who are interested in viewing and analyzing a catalog of information assets, their meaning, and their usage.

For example, an executive who receives a weekly summary report of high value customers might want to validate the enterprise definition of such a concept and the rules for calculating such information. This executive might also want to identify the originating sources of record contributing to the report and know when such sources where last updated.

Stakeholders are typically involved as either producers or consumers of information resources. They drive the strategic objective. Each stakeholder represents an individual or group within the enterprise with a specific task assignment or requirement. For a given information integration project, it is critical to identify the stakeholders, their given requirements, and their sponsors.

The following set of stakeholders and their responsibilities might be identified:

- **Project leaders and owners:**
  - Manage the data governance initiative.
  - Capture and align the business requirements and objectives.
  - Define and maps of the information integration project.
  - Illustrate and specify the subsequent process flow and supporting tasks.
  - Assign tasks, owners and responsibilities.
  - Monitor and respond to progress status.

- **Business users:**
  - Specify business requirements and objectives.
  - Review business intelligence (BI) reports for analysis.

- **BI developer, data modeler, data developer, analyzer, and data administrator:**
  - Develop and capture data model requirements.
  - Develop and capture database and data source requirements.
  - Develop and capture BI report requirements.
  - Develop data quality rules and quality assessment routines.
  - Maintain the integrated solution.
2.3 Integrated solution data flow

In addition to involving the stakeholders in the process, another critical piece of solution planning is understanding the data flow within an integrated solution. Figure 2-2 shows the data flow of an integrated solution that guides a data integration implementation.

As illustrated in Figure 2-2, application source data is identified, documented, and loaded as data files. The content is then moved to the staging database. Transformation jobs and other data cleansing jobs then transform the data from
the staging area to the data warehouse and data mart for final BI reports and analysis.

The metadata model that defines and maps all data sources, systems, and structures of the business is abstracted and referenced in the solution. This model forms a catalog or directory of informational assets that reference the specifications and logic that have been applied to each asset. The metadata model forms the basis of greater business understanding and trust of the information.

The metadata model and the understanding of the data flow facilitate the implementation of an information integration solution.

2.4 Typical implementation process flow

To implement an information integration solution, the four-phase approach shown in Figure 2-1 on page 30 (understanding, cleansing, transforming, and delivering) can be divided into more specific, practical implementation processes. Figure 2-3 illustrates a typical implementation process for an information integration solution with specific processes within the overall process.

The typical implementation process collects information from disparate sources, transforms and consolidates the information, and makes it available for distribution, analysis, and reporting. The implementation includes a set of the specific processes that produce and consume data. Each process is critical to business understanding and decision making. Each process is also managed by a set of consumers who either input or extract data that contributes to the quality and understanding of the data results.
Defining data standards addresses the challenges found in data consolidation, such as inconsistent data formats and structures. Stakeholders must agree upon standards and apply them throughout the process. Further, data standardization benefits when a fully defined enterprise glossary exists, imparting the agreed upon meaning, structure, and format for the data assets.

Depending on your business requirements and system environment, the actual processes that you implement and the order of the processes you implement might vary. Some of the processes might occur in parallel. In almost all instances, the overall implementation process contains iterations. This book provides a typical implementation process, but the actual implementation might have many variations.

**Implementation process in this book:** The rest of the book centers around this typical implementation process. Chapter 3, “IBM InfoSphere Information Server approach” on page 41, explains which InfoSphere Information Server product modules and components are available to perform the individual steps. Chapter 4, “Use-case scenario” on page 77, and later chapters highlight the use-case scenario and its implementation steps.

Each process, within the overall process, calls for a distinct action. Each process must include an objective, specification, and a clearly identifiable owner who is responsible for implementing and documenting the associated tasks and for monitoring the results.

Multiple valid approaches likely exist for defining the implementation process and the associated process flow. The overall implementation process flow is unique according to the enterprise, industry, and varied objectives and requirements. It creates a clear and concise set of tasks and objectives with which to monitor success.

The typical implementation process flow includes the following steps (processes):

- Define the business requirements.
- Build a business-centric vocabulary.
- Develop a data model.
- Document the source data.
  - Discover the data relationship.
- Assess and monitor data quality.
- Build up a metadata repository.
- Transform data.
- Develop BI solutions.
- Generate enterprise reports and lineage.
2.4.1 Defining business requirements

Gathering and documenting business requirements is a crucial first step of any integration project. Such requirements capture the business objectives and define the expected result in addition to setting quality standards or metrics.

Business requirements account for the needs of the business to develop quality information and the corporate or regulatory standards of data storage, identification, and reporting. Requirements are further gathered from the various stakeholders, who represent different entities of the organization.

Requirements are best communicated through written documentation, where stakeholders can review, comment, and approve them. In addition, the processes and tasks required to support the requirements are further documented, specified, and reviewed.

The result of this step is the documented and approved requirements for the subsequent clearly defined tasks and processes, with their stated owners, scheduling, and expected achievement and result.

2.4.2 Building business centric vocabulary

A lack of a shared understanding of documented key performance indicators (KPI) can create problems with understanding information assets and, therefore, can hinder the development process. Building a business-centric vocabulary allows for the sharing of common definitions across physical or logical organizational boundaries.

Business definitions can reference industry standard definitions, requirements, or processes as a means of ensuring compliance and usage of such standards. All stakeholders must share this common definition of information as defined by the business and used in the process flow. All employees must share a common understanding of such information and have the ability to contribute to and collaborate on this information.

The result of the process is the published business-centric vocabulary (business glossary) and other business metadata that captures the enterprise definitions or requirements, their usages, and specifications in a structured manner.
2.4.3 Developing data model

*Data modelling* is the technique used to analyze and interpret the data storage requirements to support the project goal. A *data model* provides a template or blueprint for data storage systems, detailing how information is structured, mapped, and linked. Data models form the backbone of a centralized data warehouse that consolidates data for reporting and analytics.

Data modelling also helps to resolve issues of data incompatibility by providing the data structures that are used to store or access data. It defines how applications interface with data structures and applies business meaning or requirements to such data structures.

The result of this process is a data model that is used for final reporting and analysis of the integration project and metadata management.

2.4.4 Documenting source data

It is important to document source data that is required for data integration. Source systems represent the input (or pipe) of data from their point of origin to a staging area for data cleansing and transformation. This process is important because it provides a mechanism to identify, retrieve, and transfer data from disparate source systems and applications to a modelled data storage system, where data is staged. Data is typically transferred as is without transformation or change into the data storage system. Subsequent processes assess the data quality, apply data rules, and cleanse and transform the data into the required data warehouse and data marts.

**Discovering data relationships**

Before acting on the data, you must fully *understand* it. Understanding data means that you must understand the data content, data relationship, and data transformation within and across multiple heterogeneous sources. Understanding data also implies discovering business objects within and across data sources and identifying sensitive data within and across data sources.

The result of the process for documenting source data is a normalized data storage system that contains documented, mapped, and transferred source data.

2.4.5 Assessing and monitoring data quality

The *cleanse* phase follows the *understand* phase. In the cleanse phase, one of the steps is assessing data quality. In this step, you establish a set of data acceptance criteria and corrective measures to standardize data formats, ensure
data quality, and achieve completeness. These measures help meet the corporate or regulatory requirements for information governance and support the health and growth of the business when using the data for reporting or analytics.

When data is collected, a broad range of data quality issues can arise, requiring a defined strategy for addressing data duplication, inconsistency, and invalidity. Source systems and applications store data in various structures, formats, and systems. This storage method causes concern about data content and quality of the data. You need to identify similar content from multiple sources, duplicating identical structure, consolidating content, and standardizing data format.

A proactive approach to data quality management with clearly stated requirements helps ensure high-quality, trusted information. The idea is to measure, monitor, and repair data issues before making the data available for analytics and reporting.

Ensuring data quality mandates continually tracking, managing, and monitoring data quality levels to improve business efficiency and transparency. Therefore, the ability to measure and monitor data quality throughout the development or project life cycle is essential. It is also important to compare the results over time.

Data monitoring is a framework that effectively monitors the results of data rules, data profiling, or other such procedures. Data monitoring is used to identify and distinguish invalid, incomplete, or misformatted data that might otherwise compromise the objective for reporting and analytics.

A formalized method for defining standards, measuring compliance, and effectively communicating and reacting to results is a required process for implementing the project. Quality metrics further provide a unified and consistent understanding of data quality. They act as a base to adhere to regulatory requirements for reporting and data storage.

This approach defines the process to effectively assess and monitor data quality, review the quality metric, and react to changes in requirements.

2.4.6 Building up the metadata repository

Collecting, documenting, and storing your core system data in the metadata repository is crucial for understanding the assets. When building up the metadata repository, it must also include such information as how the data relates to the business terminology and requirements and how it is used within the development or reporting systems. Such documentation describes the assets involved in the information integration project, their context, meaning, and specification.
In this process, you build up the metadata repository by documenting, collecting, and loading staged database to metadata repository for final reporting and analysis. The metadata repository serves as the point of communication between business users, stakeholders, developers, and IT owners. It allows them to benefit from a unified and representative system of record.

The result of this process is a central repository for the data, including the business vocabulary and requirements.

### 2.4.7 Transforming data

The process of transforming data between storage systems and data stores is a required step for centralized reporting, analytics, and metadata management. This process depends on the modelling and normalization of the data storage systems to which the data is transferred. This process also provides an understanding of the data structures, quality, and structures of the source data systems.

This process includes the specification of how data is extracted, transformed, or aggregated prior to loading into the target data store. It also includes implementing the defined requirements and regulations for data quality, format, measurement, regulation, and storage.

### 2.4.8 Developing BI solutions

The process for developing BI solutions includes developing reports, services, and applications that share and publish information. This process requires a clear specification and requirement that defines the data that is required and the expected format or structure. Reports represent the data that is aggregated from the data storage systems.

A BI solution encompasses an enterprise view of information, rather than a departmental or silo approach. The solution must include quality controls to ensure that the data represented is current and accurate. This data must be fully qualified in order to understand its intended meaning or usage and trace its pedigree to the source data systems.

### 2.4.9 Generating enterprise reports and lineage

Consumers want to trust the information they are reporting upon, developing against, or visualizing within the warehouse repository. Further, it is not sufficient to only understand the defined meaning of information, the data usage, structure and quality score. A clear understanding of the data provenance is also required.
By providing data lineage, stakeholders can inspect the source data systems of a BI report. This inspection includes the development specification and process that transformed the data and the quality assessment and business meaning of the data storage systems that are displayed. With data lineage, the stakeholders can also derive value and understanding from complex, heterogeneous information and can include this information within development initiatives or reports and analytics.

This step defines the processes to deliver and support the data lineage requirements of the stakeholders. It includes the capability to search and extract information from within the metadata repository.

2.5 Conclusion

In conclusion, this chapter introduced a typical implementation process for an information integration solution that also serves the purpose of metadata management.

Chapter 3, “IBM InfoSphere Information Server approach” on page 41, introduces the product modules and components that are offered by IBM InfoSphere Information Server. Specifically, 3.4, “Solution development: Mapping product modules and components to solution processes” on page 58, explains how each product module and component can be used in the typical implementation process.
IBM InfoSphere Information Server approach

IBM InfoSphere Information Server is a product family that provides a unified data integration platform so that companies can understand, cleanse, transform, and deliver trustworthy and context-rich information to critical business initiatives. InfoSphere Information Server offers various product modules and components that provide an integrated end-to-end information integration solutions.

The previous chapters focus on the need and a recommended approach for information integration solutions. This chapter further expands on the approach and maps individual implementation process with the product module or component that is provided by InfoSphere Information Server.

This chapter includes the following sections:

- Overview of InfoSphere Information Server
- Platform infrastructure
- Product modules and components
- Solution development: Mapping product modules and components to solution processes
- Deployment architecture and topologies
- Conclusion
3.1 Overview of InfoSphere Information Server

InfoSphere Information Server is built as a multi-tiered platform that includes a collection of product modules and components that primarily focus on different aspects of the information integration domain. Furthermore, it integrates with other third-party applications to use information, wherever it exists in the enterprise.

InfoSphere Information Server supports a range of initiatives, including business intelligence (BI), master data management, infrastructure rationalization, business transformation, and risk and compliance.

Business intelligence
InfoSphere Information Server makes it easier to develop a unified view of the business for better decisions. It helps in understanding existing data sources; cleansing, correcting, and standardizing information; and loading analytical views that can be reused throughout the enterprise.

Master data management
InfoSphere Information Server simplifies the development of authoritative master data by showing where and how information is stored across source systems. It also consolidates disparate data into a single, reliable record, cleanses and standardizes information, removes duplicates, and links records across systems. This master record can be loaded into operational data stores, data warehouses, or master data applications. The record can also be assembled, completely or partially, on demand.

Infrastructure rationalization
InfoSphere Information Server aids in reducing operating costs by showing relationships among systems and by defining migration rules to consolidate instances or move data from obsolete systems. Data cleansing and matching ensure high-quality data in the new system.

Business transformation
InfoSphere Information Server can speed development and increase business agility by providing reusable information services that can be plugged into applications, business processes, and portals. These standards-based information services are maintained centrally by information specialists, but are widely accessible throughout the enterprise.

Risk and compliance
InfoSphere Information Server helps improve visibility and data governance by enabling complete, authoritative views of information with proof of lineage and
quality. These views can be made widely available and reusable as shared services, while the rules inherent in them are maintained centrally.

### 3.2 Platform infrastructure

InfoSphere Information Server consists of a robust, scalable, server architecture that is built on three distinct components as illustrated in Figure 3-1:

- A Java 2 Platform, Enterprise Edition (J2EE) application server
- A database repository
- A parallel processing runtime engine

Both the application server and the repository are standard server applications. Most enterprises already have the skills to manage and administer these server applications, particularly because the InfoSphere Information Server infrastructure is designed for minimal intervention.

![Figure 3-1 High-level architecture of InfoSphere Information Server](image)

One of the advantages of InfoSphere Information Server is this shared infrastructure for all the individual InfoSphere Information Server product
modules. This shared infrastructure enables integration of all these components, thereby, minimizing duplicate effort and maximizing reuse. In addition, InfoSphere Information Server integrates metadata from external applications with its metadata repository. This way, the InfoSphere Information Server product modules can use this external metadata to achieve business objectives.

3.2.1 Services tier

The InfoSphere Information Server services tier is built on IBM WebSphere® Application Server. WebSphere Application Server provides infrastructure for common services across all of the modules, such as authentication and repository access. It also provides infrastructure for the services, web applications, or both that are proprietary to the individual product modules and components. Figure 3-2 shows some of the product module-specific services and common services. Only the services of the installed product modules are available.

Security is one of the major functions managed by WebSphere Application Server. When InfoSphere Information Server is first installed, WebSphere Application Server automatically configures the InfoSphere Information Server internal user registry (persisted in the InfoSphere Information Server repository) as the default user registry. Then, it is possible to reconfigure WebSphere Application Server to authenticate through a different user registry, such as the
operating system or Lightweight Directory Access Protocol (LDAP) (for example, Active Directory), to simplify the administration of users and groups. However, regardless of the user registry used, the InfoSphere Information Server roles and privileges are maintained in the InfoSphere Information Server repository. As such, WebSphere Application Server is the only application that has the authority and credentials to access the repository.

### 3.2.2 Engine tier

The InfoSphere Information Server engine tier provides parallel processing and runtime functionality for several InfoSphere Information Server product modules. This functionality is the basis for virtually unlimited scalability, because the only limit to processing capability is the available hardware.

The engine tier, illustrated in Figure 3-3, includes built-in data connectivity (Open Database Connectivity (ODBC) drivers) to external data sources whether for data cleansing, profiling, or transformation. In addition, InfoSphere Information Server includes native drivers for many data sources, taking advantage of better performance and functionality. Because it is often necessary to process millions of records, the parallel processing engine provides an efficient method for accessing and manipulating different data.

![Figure 3-3  Engine tier of InfoSphere Information Server](image)
3.2.3 Repository tier

The InfoSphere Information Server repository tier is built on a standard relational database management system (RDBMS, including IBM DB2®, Oracle, or MS SQL). The repository tier provides the persistence layer for all of the InfoSphere Information Server product modules and components.

The metadata repository (in the repository tier) of InfoSphere Information Server is a single repository. In this repository, information about data source, data integration jobs, business glossary, data warehouse and data mart, reports, and report models is brought into one shared location. This location can be used by InfoSphere Information Server product modules and components within the suite. Sections and chapters later in this book describe how each product module generates and uses the shared metadata repository.

Additionally, to ensure data integrity and processing performance and to provide temporary persistence, two InfoSphere Information Server product modules (IBM InfoSphere QualityStage and IBM InfoSphere Information Analyzer) also use their own schema as a workspace (Figure 3-4). When the work is done, the relevant metadata in the workspace is published to the shared metadata repository, at user designated intervals, to be used by other product modules.

Figure 3-4  Repository tier of InfoSphere Information Server
The metadata in the metadata repository is usually internally generated data. It is also possible to import, load, and append metadata from external applications. Such applications include data modeling tools, BI applications, and other sources of structured data that have relevance to one or more InfoSphere Information Server product modules. InfoSphere Information Server provides a mechanism (staging tables and application code) for users to import this third-party metadata into a staging area, referred to as the *Metadata Interchange Server*. The Metadata Interchange Server provides an interim load area for external metadata. Here, the new metadata can be compared to existing metadata (before the new metadata is loaded) in order to assess the impact and act upon it.

In a case where an external application does not provide a means to export or access its metadata, you can document these relevant external information assets in the repository, through controlled, manual processes and tools.

### 3.3 Product modules and components

InfoSphere Information Server offers a collection of product modules and components that work together to achieve business objectives within the information integration domain. The product modules provide business and technical functionality throughout the entire initiative from planning through design to implementation.

InfoSphere Information Server consists of the following product modules and components:

- IBM InfoSphere Blueprint Director
- IBM InfoSphere DataStage
- IBM InfoSphere QualityStage
- IBM InfoSphere Information Analyzer
- IBM InfoSphere Discovery
- IBM InfoSphere FastTrack
- IBM InfoSphere Business Glossary
- IBM InfoSphere Metadata Workbench

This section highlights each of the product modules along with their general functionality, the metadata associated with them, and the related application or product module that is integral to InfoSphere Information Server projects.

InfoSphere Information Server utilities consist of InfoSphere Information Server Manager, ISTools, and IBM InfoSphere Metadata Asset Manager, which are also highlighted in this section. This section also includes a brief introduction of IBM Cognos® Business Intelligence software, which is not part of the InfoSphere Information Server. However, by addressing this software in this section, you
have a more comprehensive view of all the product modules, components, utilities, and products that can assist in an information integration project.

### 3.3.1 InfoSphere Blueprint Director

InfoSphere Blueprint Director is a graphical design tool that is used primarily for creating high-level plans for an InfoSphere Information Server based initiative. Such initiatives can be in information governance, information integration, BI, or any other information-based project. To make the task simpler, InfoSphere Blueprint Director comes bundled with several, ready-to-use, and project-type-based content templates that can be easily customized to fit the project. Alternatively, a new blueprint can be created from scratch as needed but is strongly discouraged.

InfoSphere Blueprint Director has a design canvas onto which standard graphical objects, representing processes, tasks, or anything else, are dragged and dropped. Objects can be connected one to the other, implying a sequential order to the events or dependencies between them. Each graphical object has a label that indicates its purpose. However, the object can optionally be linked to content that was produced and published in IBM Rational® Method Composer. When a single object represents several tasks or processes, the object can drill down to create or link to a more detailed layer of the blueprint diagram. This way, the final blueprint is likely to contain several hierarchical levels of processes (and subprocesses). The hierarchical blueprint diagram, combined with the methods (text descriptions), forms the basis of the project plan as built from top to bottom (high to low level).

InfoSphere Blueprint Director is a unique component among the InfoSphere Information Server product modules and components. It is a stand-alone, Eclipse-based, client-only application that does not have any dependencies on the InfoSphere Information Server infrastructure for persistence, authentication, or other shared services. This component provides useful flexibility for planning the project at an early stage before all of the infrastructure is ready and available.

InfoSphere Blueprint Director does not generate any metadata that is currently consumed by any of the InfoSphere Information Server product modules and components. It has its own persistence layer in an Extensible Markup Language (XML) format (*.bpd) file. However, it has the facility to link to InfoSphere Information Server repository objects. It can also launch InfoSphere Information Server product modules and components to display these linked objects in their native tool.

For more information about how InfoSphere Blueprint Director works, and for specific use cases, see Chapter 5, “Implementation planning” on page 89.
3.3.2 InfoSphere DataStage and InfoSphere QualityStage

InfoSphere DataStage and InfoSphere QualityStage provide essential integration functionality for a range of projects. InfoSphere DataStage integrates data across multiple source and target applications, collecting, transforming, and delivering high volumes of data. InfoSphere QualityStage provides data cleansing functionality from standardization, to deduplication, to establishing master data. Both product modules take advantage of the parallel processing runtime engine to execute their jobs efficiently, in a scalable manner that optimizes data flow and available system resources.

InfoSphere DataStage and InfoSphere QualityStage share the same rich user interface, the Designer. This application provides a straightforward method to design jobs that extract data from various data sources. It also processes (or transforms) the data (according to its functionality) and loads the resultant data into the relevant target data storage systems. InfoSphere DataStage and InfoSphere QualityStage share two additional rich client applications: the Administrator and the Director, for administering projects, testing, executing, and troubleshooting jobs. They also share a new web application, called the Operations Console, that provides an additional runtime job matrix that was not previously available in a GUI format.

InfoSphere DataStage and InfoSphere QualityStage projects are persisted in the metadata repository. This portion of the repository storage model contains job designs and other project artifacts. For example, it might contain shared table definitions, containers, parameter sets, and connector objects. The design metadata and sometimes the runtime operational metadata of InfoSphere DataStage and InfoSphere QualityStage are key components in calculating impact and lineage reports. Besides generating design and operational metadata, InfoSphere DataStage and InfoSphere QualityStage jobs consume physical metadata to populate table definitions that are used to design InfoSphere DataStage and InfoSphere QualityStage stage links within their jobs.

For more information about InfoSphere DataStage and InfoSphere QualityStage, see Chapter 11, “Data transformation” on page 375.

3.3.3 InfoSphere Information Analyzer

InfoSphere Information Analyzer helps organizations assess and monitor data quality, identify data quality concerns, demonstrate compliance, and maintain audit trails. It is a rich client that performs two functions: quality assessment (with data rules) and data profiling (with column analysis). InfoSphere Information Analyzer requires the metadata from these data sources to reside in the repository before performing these activities. Importing this technical metadata
can be done from InfoSphere Information Analyzer or from an InfoSphere Information Server utility tool called InfoSphere Metadata Asset Manager. (For more information, see 3.3.8, “InfoSphere Information Server Manager, ISTools and InfoSphere Metadata Asset Manager” on page 54.)

InfoSphere Information Analyzer uses the connectivity and parallel processing functionality of the InfoSphere Information Server Parallel Engine to query the data sources and load the column analysis values in the InfoSphere Information Analyzer database workspace. InfoSphere Information Analyzer then performs the profiling analysis discretely on each column. All of the analysis results are persisted in the database workspace until it is refreshed by rerunning the process. However, a baseline can also be established for comparison. When the work is complete, the user can publish the results from the database workspace to the shared repository, where other product modules and components (such as InfoSphere DataStage and InfoSphere FastTrack) can use it.

The manner in which InfoSphere Information Analyzer assesses the level of data quality is by establishing constraints (data rules) to which the data should (or should not) adhere and then test whether the data complies with these rules. This functionality serves ongoing monitoring of the data (trend analysis), which is often part of a data quality and an information governance initiative.

For additional information about how InfoSphere Information Analyzer works, and for specific use cases, see Chapter 9, “Data quality assessment and monitoring” on page 283.

### 3.3.4 InfoSphere Discovery

InfoSphere Discovery is an automated data relationship discovery solution. It helps organizations to gain an understanding of data content, data relationships, and data transformations; to discover business objects; and to identify sensitive data within and across multiple heterogeneous data stores. The automated results derived from InfoSphere Discovery are actionable, accurate, and easy to generate, especially when compared to manual (non-automated) data analysis approaches that many organizations still use today.

InfoSphere Discovery works by automatically analyzing data sources and generating hypotheses about the data. Throughout the process, it interrogates the data and generates metadata that includes a data profile or column analysis.

In the context of an information integration project, this process provides an understanding of data and their relationships. It can be used for governance or to help in source-to-target mapping as a planning aid to data integration specification.
InfoSphere Discovery directly accesses the source data systems to get the data for data relationship discovery purpose. When the results are ready to be shared in the InfoSphere Information Server metadata repository, specifically for InfoSphere Business Glossary and InfoSphere FastTrack, its export and import utility can publish the results to the shared metadata repository. These results enhance the physical metadata, associate business terms with physical assets, and assist in designing mapping specifications for data integration.

For more information about how InfoSphere Discovery works and for specific use cases, see Chapter 8, “Data relationship discovery” on page 209.

### 3.3.5 InfoSphere FastTrack

InfoSphere FastTrack is a rich client that creates source-target (or technically target-source) mapping specifications to be used by developers of data integration jobs. The main window of the client application provides a spreadsheet-like, columnar structure. Here you can enter (by copying and dragging) objects from the repository display to cells for source columns, target columns, and assigned business terms. You can also enter manual descriptions of source to target transformations and, optionally, InfoSphere DataStage Transformer Stage-specific code.

The completed mapping specification can be output in several formats, including an annotated InfoSphere DataStage job generated directly by InfoSphere FastTrack. This format is useful for the InfoSphere DataStage developer because the specification is delivered in a manner in which the developer is familiar. In addition, this delivery format provides a job “template” that can be used as the basis for creating a new job, including design artifacts that can be copied to the new job as is.

Using InfoSphere FastTrack for mapping specification documentation includes the following additional advantages:

- Centrally stored and managed specifications
- Simple drag-and-drop functionality for specifying source and target columns
- Accuracy of source and target column names (that exist in the repository) with assured correct spelling
- Discovery of mappings, joins, and lookups assistance, based on published data profiling results, name recognition, and business-term assignment
- Use of a persistence layer in a shared repository in lineage reports

For more information about InfoSphere FastTrack, see Chapter 11, “Data transformation” on page 375.
3.3.6 InfoSphere Business Glossary

InfoSphere Business Glossary primarily uses a thin client browser approach and several interfaces to help users share information across the organization. The basic content is a glossary of terms with their definitions, organized into categories that provide containment, reference, and context. Both terms and categories include several descriptive attributes. They also include other attributes that define relationships to other InfoSphere Information Server repository objects (physical and business-related metadata), information stewards, development cycle statuses, and optional user-created custom attributes.

After the terms are published to the glossary, they are accessible to users through various search and browse features, available in the following interfaces:

- InfoSphere Business Glossary (web browser client)
- InfoSphere Business Glossary Anywhere pop-up client (rich client on workstation)
- IBM Cognos BI software context sensitive glossary search and display (menu option)
- Eclipse plug-in (using the Representational State Transfer (REST) application programming interface (API))
- REST API programmable access by using custom programming

In addition to the search and browse functionality available in the related interfaces for InfoSphere Business Glossary, InfoSphere Information Analyzer and InfoSphere FastTrack provide specific views of the business metadata contained in InfoSphere Business Glossary. InfoSphere Metadata Workbench provides specific views of the business metadata and provides for custom metadata queries that can include business metadata from InfoSphere Business Glossary.

InfoSphere Business Glossary provides the only graphical user interface (GUI) for authoring (read/write abilities including creating and modifying terms and categories) the glossary. It is also the main tool for searching and browsing (read only). The available functionality is based on roles, as defined by the InfoSphere Information Server administrator. However, additional, finer-grained, access control is managed by anyone with the InfoSphere Business Glossary administrator role.

InfoSphere Business Glossary provides a functional web browser interface for creating and modifying business glossary. However, an administrator can bulk load pre-existing glossary information from appropriately formatted comma separated values (CSV) and XML files, making it a useful facility to use glossary information
that might be in external applications or spreadsheets. Furthermore, the REST API is available that can be accessed programmatically, through custom application development, for retrieving existing content or modifying the content.

InfoSphere Business Glossary persists all of its data (business metadata) in the InfoSphere Information Server repository. This approach is appropriate because business terms might have relationships with physical artifacts (tables, columns, report headers, and so on) that already exist in the repository. In addition to creating or modifying the glossary, you can use InfoSphere Business Glossary to view the published business metadata and other metadata objects in the repository, similar to InfoSphere Metadata Workbench, but from a different view perspective.

For more information about how InfoSphere Business Glossary works, and for specific use cases, see Chapter 6, “Building a business-centric vocabulary” on page 131.

3.3.7 InfoSphere Metadata Workbench

The primary function of InfoSphere Metadata Workbench is to provide a view of the content of the InfoSphere Information Server metadata repository, so that users can get answers to questions about the origin, history, and ownership of specific assets.

This “view” comes in a few different formats:

- Three pre-configured InfoSphere Metadata Workbench reports are available: impact analysis, business lineage, and data lineage. These metadata-based reports highlight the relationships and connections across metadata objects and the potential impact of changes to any object in the chain of metadata.

- Simple search and complex ad hoc and persisted custom queries are available, where the user specifies a list of metadata attributes to display for any given set of constraints.

- A browse feature is available that displays any category of metadata assets (hosts, tables, columns, terms, BI reports, and so on), so that the user can select the specific instance of the metadata for a drill-down display. All of these reports are displayed in a window, but most can also be exported to CSV format files for external use and further analysis.

In addition to the repository content views and reports, InfoSphere Metadata Workbench can enhance existing metadata with descriptions and by assigning related metadata assets, data stewards, and so on (that is provide read/write functionality). Furthermore, InfoSphere Metadata Workbench can create extended lineage objects. The purpose is to add metadata to the repository that is not generated automatically by InfoSphere Information Server product.
metadata and components or that cannot be easily imported from external applications. This method provides documentation of external processes and enables extending a business or data lineage report beyond the boundaries of the client’s use of InfoSphere Information Server.

Many of the reports that InfoSphere Metadata Workbench generates, particularly lineage, involve complex algorithms, which can place a heavy load on the system. To reduce this load and provide a more scalable environment, some of these algorithms are not running at all times and require manual execution. As a result, InfoSphere Metadata Workbench also provides several advanced repository services that are managed by the metadata administrator.

For information about how InfoSphere Metadata Workbench works to load source data, target data models, and creates data lineage and reporting, see the following chapters:

- Chapter 7, “Source documentation” on page 175
- Chapter 10, “Building up the metadata repository” on page 339
- Chapter 12, “Enterprise reports and lineage generation” on page 393

### 3.3.8 InfoSphere Information Server Manager, ISTools and InfoSphere Metadata Asset Manager

Each InfoSphere Information Server product module and component generates and consumes metadata to and from the InfoSphere Information Server repository. Therefore, it is necessary to provide a central mechanism for managing the repository. As such, InfoSphere Information Server has three main utilities for managing the InfoSphere Information Server metadata repository:

- InfoSphere Information Server Manager
- ISTools
- InfoSphere Metadata Asset Manager

**InfoSphere Information Server Manager** is a rich client-user interface. It connects to one or more instances of InfoSphere Information Server. It also allows the administrator to organize InfoSphere DataStage and InfoSphere QualityStage objects (and optionally, their dependent objects) from one or more InfoSphere DataStage/InfoSphere QualityStage project repositories, into packages. These packages can be exported as files for version control (and subsequent deployment and import). Alternatively, they can be deployed directly into another instance of InfoSphere Information Server, such as from Development to Test, Test to Pre-Production, and so on.

After packages are defined by using InfoSphere Information Server Manager, the file creation (export) and deployment (import) of the package files can also be performed by the command line utility ISTools. The ISTools command line
interface (CLI) is installed on both the client workstation and the InfoSphere Information Server host. It can be initiated interactively by an administrator or scripted for standardized use. It is common for the ISTools CLI file creation and deployment scripts to be executed by the enterprise scheduler to automate the process and maximize security.

In addition, the ISTools CLI is used to export metadata from all other InfoSphere Information Server product modules and components into *.ISX archive files, such as the following examples:

- InfoSphere Business Glossary: Terms and categories
- InfoSphere FastTrack: Projects and mapping specification objects
- InfoSphere Information Analyzer: Projects and rules
- Shared (common) repository: Physical data resources (common metadata)

These archive files can then be imported into other instances of InfoSphere Information Server, whether for development cycle deployment (dev-test-prod) or migration to newer version of InfoSphere Information Server. This process is similar to the one for InfoSphere DataStage or InfoSphere QualityStage package files.

**InfoSphere Metadata Asset Manager** is a web-based component that provides several different functions to the InfoSphere Information Server suite:

- Imports metadata from external sources (RDBMS, business intelligence, modelling tools, and so on) into a staging area (Metadata Interchange Server) for comparison with existing metadata for manual conflict resolution
- Loads approved metadata from the staging area to the repository
- Manages duplicate metadata in the repository (merge or delete)

Underneath, **InfoSphere Metadata Asset Manager** uses InfoSphere Metadata Integration Bridges that can translate metadata from external sources into formats that can be loaded into, and used by, InfoSphere Information Server. However, it also uses the same connector functionality used by InfoSphere DataStage, InfoSphere Information Analyzer, and InfoSphere FastTrack to connect directly to compatible RDBMS and ODBC data sources. It also replaces most of the Import/Export manager functionality with an enhanced interface that provides the additional functionality described previously.

### 3.3.9 InfoSphere Data Architect

IBM InfoSphere Data Architect is an enterprise data modeling and integration design tool. You can use it to discover, model, visualize, relate, and standardize diverse and distributed data assets. Similar to InfoSphere Blueprint Director, it is a stand-alone, Eclipse-based, client-only product module with its own
persistence layer (XML format files *.dbm, *.ldm, *.ndm, *.ddm), potentially with cross-file links (relationships) between the various models.

From a top-down approach, you can use InfoSphere Data Architect to design a logical model and automatically generate a physical data model from the logical source. Data definition language (DDL) scripts can be generated from the data model to create a database schema based on the design of the data model. Alternatively, InfoSphere Data Architect can connect to the RDBMS and instantiate the database schema directly from the InfoSphere Data Architect physical data model. This “generation” facility works both ways, in that you can also reverse engineer an existing database into an InfoSphere Data Architect data model for modification, reuse, versioning, and so on.

Rather than designing models from scratch, you can purchase one of the IBM Industry Models in a format that is consumable by InfoSphere Data Architect. In this manner, you can jump start the database design phase of the project and benefit from data modeling expertise in the specific industry. Standard practice is to scope the industry standard logical model to fit the customer’s requirements and build an appropriate data model that combines industry standards with customer specifics. An added advantage of the IBM Industry Models package for InfoSphere Data Architect is that it includes an Industry standard glossary model. This model populates the InfoSphere Business Glossary, complete with relationships (assigned assets) to the InfoSphere Data Architect logical model and generated physical data model.

InfoSphere Data Architect does not rely on the InfoSphere Information Server infrastructure for any shared services or persistence. However, you can import InfoSphere Data Architect models (logical, data, and glossary) into the InfoSphere Information Server repository by using the InfoSphere Metadata Asset Manager utility (see 3.3.8, “InfoSphere Information Server Manager, ISTools and InfoSphere Metadata Asset Manager” on page 54).

Furthermore, you can associate InfoSphere Business Glossary terms and categories directly with InfoSphere Data Architect logical model entities and attributes and data model tables and columns. You do this association with a drag-and-drop facility by using the InfoSphere Business Glossary Eclipse plug-in for InfoSphere Data Architect. With Business Glossary Eclipse, InfoSphere Business Glossary is downloaded to an offline XML format file for use with InfoSphere Data Architect. This offline glossary is manually synchronized with InfoSphere Business Glossary whenever desired. However, each time InfoSphere Data Architect is launched, the user is notified if the glossaries are out of synch.
3.3.10 Cognos Business Intelligence software

Cognos BI software is not part of the InfoSphere Information Server product modules and components. However, this section provides a comprehensive view of the product, product modules, and utilities that are available for your information integration projects.

Cognos BI software performs analytics and reporting, based on the specified requirements of the business, as an aid to decision making. It is an independent client-server application, with no shared services or infrastructure common to InfoSphere Information Server. However, its metadata can be extracted and loaded into the InfoSphere Information Server metadata repository by using InfoSphere Metadata Asset Manager.

The metadata that is related to Cognos BI software is loaded into the business intelligence subject area of the InfoSphere Information Server metadata repository. As such, it can be viewed, browsed and searched like any other InfoSphere Information Server metadata. The significance of imported Cognos BI software metadata is that it can be associated with relevant business terms generated by InfoSphere Business Glossary. It can also be included in business or data lineage reports, generated by InfoSphere Metadata Workbench. The Cognos BI software metadata helps fulfill the end-to-end vision of tracing data, from the source systems to the BI reports, and validating the reliability of these reports from a data governance perspective.

Aside from the metadata, Cognos BI software has additional integration points with InfoSphere Information Server product modules. From within the Cognos BI user interface, you can select a Cognos BI object (such as a report column heading) and search for the selected term in InfoSphere Business Glossary. InfoSphere Business Glossary returns a list of possible matches so that the user can select the correct one and drill down, with the same functionality as in InfoSphere Business Glossary. You can also invoke a data lineage report from a Cognos BI object, as though it were specified in the InfoSphere Metadata Workbench product module.

Although Cognos BI software is not technically part of the InfoSphere Information Server platform, the integration between the two products is quite useful.
By now, you should clearly understand the available functionality of InfoSphere Information Server, its product modules, and components. This section examines the approach that is used for implementing an information integration project with InfoSphere Information Server. To assist in this examination, by using the process flow in 2.4, “Typical implementation process flow” on page 34, this section maps InfoSphere Information Server product modules and components to each step within the process flow diagram.

Figure 2-3 on page 34 shows a typical information integration implementation process flow. For each step or process within the process flow, the following InfoSphere Information Server product modules and components (and Cognos BI software) are used:

1. Defining business requirements
   Uses: InfoSphere Blueprint Director

2. Building business centric vocabulary
   Uses: InfoSphere Business Glossary, InfoSphere Discovery

3. Developing data model
   Uses: InfoSphere Data Architect, InfoSphere Discovery

4. Documenting source data
   Uses: InfoSphere Metadata Workbench, InfoSphere Metadata Asset Manager
   – Discovering data relationship
     Uses: InfoSphere Discovery

5. Assessing and monitoring data quality
   Uses: InfoSphere Information Analyzer

6. Building up the metadata repository
   Uses: InfoSphere Metadata Workbench, InfoSphere Metadata Asset Manager

7. Transforming data
   Uses: InfoSphere FastTrack, InfoSphere DataStage, InfoSphere QualityStage

8. Developing BI solutions
   Uses: Cognos BI software

9. Generating enterprise reports and lineage
   Uses: InfoSphere Metadata Workbench and Cognos BI software
3.4.1 Defining the business requirements

The high-level business requirements define a \textit{generic} project, its objectives, and usually the means for measuring its success. The term \textit{generic} refers to the project template or repeatable process structure, established by the high-level business requirements, that can be used for most projects.

These requirements can be captured in an unstructured manner by using a typical word processor or spreadsheet application. However, to use this work later for consistency and reuse of the result from project to project, it is preferable to use an application that supports these objectives.

\textit{InfoSphere Blueprint Director} is ideal for laying out or modelling business requirements in a graphical format without imposing any design constraints. It visually presents the process flow that represents the high-level business requirements. This format forms the basis for all business initiatives for a data integration or other related project.

The requirements are defined in a more detailed manner for each business initiative. As such, InfoSphere Blueprint Director provides drill-down capabilities from the generic template to the next level of granularity, eventually linking to related artifacts that are captured in the InfoSphere Information Server platform.

For more information, see Chapter 5, “Implementation planning” on page 89.

3.4.2 Building business centric vocabulary

After the business requirements are gathered or laid out in a way as to define the project and its process flow, you must specify the detailed business requirements. Many business initiatives are defined by a deliverable that answers the following questions:

- How is the business benefiting from this project?
- What metrics are used to determine success?
- How are these metrics defined and calculated?
- Are the correct data sources being used for measuring success?
- Is this data reliable?

When the business requirements reach the point of defining quality standards, report details, responsibility, metrics, and so on, \textit{InfoSphere Business Glossary} is ideal for capturing and relating these key terms to associated definitions, responsible individuals, and related information assets.

Using InfoSphere Business Glossary helps to refine the business requirements. It also helps to establish an enterprise-wide, business-centric vocabulary of
mutually agreed, centrally governed, shared business terminology. This building process is iterative and is not necessarily limited to the scope of a specific project. However, a specific project contributes to the development of an enterprise-wide, business-centric vocabulary. Furthermore, each successive business initiative adds content to the enterprise business vocabulary (glossary) until the majority of relevant business terms are defined and included in the glossary. At that point, most future business requirements will already be defined.

A business-centric vocabulary provides further benefits when glossary terms are mapped to their related physical assets, such as database tables. For example, a business term, such as *customer*, is more meaningful when it points to the database assets that store customer information.

You can also use *InfoSphere Discovery* in building a business centric vocabulary. It helps to map business terms to physical assets by using sophisticated pattern matching and value matching algorithms. After mapping the terms, InfoSphere Discovery can export the classifications to InfoSphere Business Glossary, enriching the metadata results.

For more information, see Chapter 6, “Building a business-centric vocabulary” on page 131.

### 3.4.3 Developing data model

Typically, business analysts and data analysts are subject-matter experts (SMEs) for much of the data that is generated by the various operational systems that help the business run. However, designing an appropriate data store or warehouse for loading data from these disparate data sources is not trivial. This task requires much expertise and significant design and planning. Using a data modelling tool for this purpose is standard operating procedure.

*InfoSphere Data Architect* is ideally suited for taking the business requirements and building them into a solid target data model. In addition to being a straightforward modeling tool, it integrates well with InfoSphere Information Server. For example, you can use it to associate the terms that define the business requirements and metrics with the logical entities of the target model. This term-entity association provides an additional layer of understanding to be used later, particularly at the stage of specifying source to target (or technically target to source) mapping. In addition, you can export to InfoSphere Data Architect by using Import Export Manager.

With InfoSphere Data Architect, it is also possible to take advantage of the industry expertise of IBM through the relevant IBM Industry Model. The Industry Model package provides the target model as a starting point and a well
developed, industry standard business glossary, providing a significant jump start for two different steps in the design phase.

In situations where an industry model is not used, or when referential integrity is not defined in the database metadata layer, *InfoSphere Discovery* can help to reverse-engineer a data model. By directly interrogating the data, it constructs a graph of inferred relationships, which you can think of as *candidate keys*. After constructing the physical model, InfoSphere Discovery generates a logical model. Because the relationships are inferred by direct data analysis, some might be statistically correct, but not semantically meaningful. An analyst or SME needs to review the results and approve the correct relationships, after which it can be further manipulated or published in a data modeling product such as *InfoSphere Data Architect*.

Developing data model is beyond the scope of this book. Therefore, this process is not explained in later chapters.

### 3.4.4 Documenting source data

As mentioned earlier, often SMEs have a good understanding of the operational data on which the business relies, such as accounts, policies, and products. Unfortunately, this expertise is usually captured only in personnel, rather than in documentation, limiting access to this critical information. Often, these operational systems are hosted externally, by commercial vendors or remote data centers charged with managing these systems. As a result, the true SMEs are external to the business, which makes the business vulnerable, dependent, and open to significant risk.

Therefore, it is critical for internal personnel to understand these source systems and further document them, so that this knowledge is not restricted and can be used for the current project, on-going operations, and future projects. The first step of this documentation process is to identify the various source systems that support the new initiative:

- What data is required for making determinant business decisions?
- Where is the data located?
- In what format is it stored?
- How can it be accessed and by whom?
- How is it structured?
- Who owns the data?
What information is stored in each attribute of the data, and what domains do they represent?

How are data elements and objects related to each other?

You can easily construct a source metadata catalog in the InfoSphere Information Server metadata repository by using *InfoSphere Metadata Asset Manager*. Connecting to these data sources (usually by an ODBC connection) and loading their metadata into the InfoSphere Information Server metadata repository is the first step in documenting these source systems. This step also paves the way for subsequent InfoSphere Information Server product modules and components to use and reuse this metadata.

If source systems are not accessible to InfoSphere Metadata Asset Manager, you can use *InfoSphere Metadata Workbench* to create and load this source metadata manually.

In addition to loading the physical metadata from these source systems, the data analyst can further enhance the documentation with annotations, descriptive information, and other attributes by using InfoSphere Business Glossary or InfoSphere Metadata Workbench. These documentation enhancements help appropriate personnel understand the source data from a technical perspective. This entire documentation process is the backbone to extend InfoSphere Information Server functionality. It is used by other InfoSphere Information Server product modules and components.

For more information, see Chapter 7, “Source documentation” on page 175, and Chapter 8, “Data relationship discovery” on page 209.

**Discovering data relationships**

If you do not understand your source data fully, you need to gain a deeper understanding of your data, discover relationships among the data, and get a deeper level of insight. This way, you can derive meaningful metadata and correctly assess data quality.

SMEs who understand source data are usually constrained to a few subject areas. One individual cannot know everything about everything. Therefore, the organization relies on several SMEs to collectively keep the business running. The SMEs know their own subject areas, but they have limited knowledge of other subject areas. They might lack knowledge about how their subject areas overlap, and integrate, with others. They might not be aware of some business rules that are hidden within the data. Even if an SME knows a lot, upon leaving the organization, much of the knowledge also leaves. That is, the portion that was not accurately and sufficiently documented might be lost.
Organizations need a way to scan the data automatically and infer the metadata, which they can store in robust, secure, and accessible repositories to be shared among other product modules and components.

To fully understand the data, you perform data relationship discovery with *InfoSphere Discovery*. *InfoSphere Discovery* can scan the data unattended in the background. When it finishes, the result is a rich data profile that includes detailed information about every attribute of every table it analyzed. It also includes potentially hidden relationships within and across the data structures. Data analysts or SMEs review and approve the results, and then export them to the metadata repository.

For more information about data relationship discovery, with illustrations and several use cases, see Chapter 8, “Data relationship discovery” on page 209.

### 3.4.5 Assessing and monitoring data quality

Performing a data quality assessment with *InfoSphere Information Analyzer* is the main method to gather accurate information about data content quality. The assessment reveals inconsistencies and anomalies in the data, determines whether it is normalized, and provides clear reports of the results. After publishing the results to the shared repository, they are immediately used by *InfoSphere FastTrack*, *InfoSphere DataStage*, and *InfoSphere QualityStage*.

*InfoSphere FastTrack* can use the published results of cross-table and domain relationships to identify potential tables that can be joined for lookups or straightforward mapping. The *InfoSphere DataStage* and *InfoSphere QualityStage* developers can view the published profiling results, including annotations, to determine the kind of data errors that exist and must be coded for in the error handling within the jobs. In addition to handling the errors, by using *InfoSphere QualityStage*, many of these errors can be corrected within the job even if there is no desire to fix the source data.

To ensure that the conclusions derived from final reports are trustworthy, the underlying data must be proven to adhere to the minimum quality standards. This proof can be obtained by first assessing and defining data quality to which the data must adhere using data quality rules. They must also be measured against these standards on a regular basis.

*InfoSphere Information Analyzer* has data quality rule functionality. With this functionality, the data analyst can define rules and then run all of the data against these rules to ensure that the data meets the requirements. The data quality rules can be run against millions of rows of data on a regular basis because the product module uses the *InfoSphere Information Server* parallel engine.
framework, which provides a scalable infrastructure that can process large volumes of data in a timely fashion.

For more information, see Chapter 9, “Data quality assessment and monitoring” on page 283.

### 3.4.6 Building up the metadata repository

This process follows the same process as described in 3.4.4, “Documenting source data” on page 61. However, this process refers to documenting and collecting target system metadata, such as those from a staging database, data warehouse, data mart, and business intelligence report, in the metadata repository.

Again, *InfoSphere Metadata Asset Manager* is used to connect to the external data source (repository or extract) and to load the metadata into the InfoSphere Information Server metadata repository. Depending on the type of data source to which it connects, it determines which subject area within the repository will be populated. For data sources, the physical data subject area is generally populated. For data modelling sources, the logical or physical data model subject area is populated. For BI data sources, BI subject area is populated.

Similar to the source data metadata catalog, the metadata repository can be enhanced with *InfoSphere Metadata Workbench* by adding descriptions and assigning stewards and other information assets to the relevant metadata. This process includes enhancing information assets in the metadata repository.

For more information, see Chapter 10, “Building up the metadata repository” on page 339.

### 3.4.7 Transforming data

To achieve the targeted business value of the initiative, whether generating revenue, reducing cost, managing risk, and so on, most initiatives require data delivered from the right source, at the right point, in the right way to the business process. The business requirements describe what is needed, but the data must still be delivered through the integrated solution to facilitate the business initiative.

As with any development project, it is necessary to plan before the implementation. Starting in 3.4.1, “Defining the business requirements” on page 59, until this point, the content has described the prerequisites to the design, development, and implementation phases.
The first steps in designing the data integration flow entail the following tasks:

- Identifying the target data store to populate
- Identifying which data source or sources will be used
- Determining the processing that needs to be done to the source or sources to load data into the target

*InfoSphere FastTrack* is fitted to provide exact design functionality. With source metadata documentation and target data modelling, users begin with a solid foundation to begin the specification process (with consultation of the SMEs as needed). Because the bulk of the metadata is already in the InfoSphere Information Server repository, InfoSphere FastTrack can use all of the associated relationships between related terms and their assigned assets. In addition, it can use the published cross-table relationships and domain associations that are revealed through the discovery process of InfoSphere Discovery and data quality assessment process of InfoSphere Information Analyzer.

At this stage, *InfoSphere Discovery* can provide additional automated methods for determining how to describe the transformations. One of the key features of discovery is to determine how one table relates to another. In instances where data from one table is derived from another, InfoSphere Discovery can reverse engineer the transformations that were executed on the source data to load it into the target table, on a column by column basis. These results can be exported from InfoSphere Discovery and imported directly into an InfoSphere FastTrack mapping specification, automating one of the more challenging tasks in the mapping specification process.

After the business or data analyst has documented the source-target mappings and described the transformations in the InfoSphere FastTrack mapping specification, the specification output can be generated as an InfoSphere DataStage template job. This artifact is saved in the same project where the job will be further developed.

Because the specification output is in the format of an annotated InfoSphere DataStage template job, you must develop the job with *InfoSphere DataStage*. Retain the template job as documentation, allowing a reliable audit trail to the specification, rather than developing directly from the automatically generated InfoSphere DataStage job. The job can (and must) be copied to another job and developed from that point onward. Also record the name of the InfoSphere FastTrack specification (and template job) from which this job is based, in the long description field of the job properties sheet for the new job. This further provides traceability back to the specification from which this job is designed.

When implementing the InfoSphere FastTrack mapping specification in the InfoSphere DataStage job, the InfoSphere DataStage developer can use artifacts
that make sense to use. The developer can certainly change the job construction to meet the requirements as specified from the annotated to-do list of the InfoSphere FastTrack mapping specification. This list must include all of the “Rule” descriptions that were specified in InfoSphere FastTrack.

For more information, see Chapter 11, “Data transformation” on page 375.

### 3.4.8 Developing BI solutions

Although data is the core element of an information integration project, the bottom line results are the reports generated by the BI solutions for the business decision makers. These reports put into motion the entire data integration process, the business requirements that drive each business initiative. Therefore, the application used for this portion of the development process is critical.

*Cognos BI software* is the most appropriate software for BI process development. In addition to the standard features of report design and delivery, common to many other business intelligence software, Cognos BI software can integrate with and search the InfoSphere Business Glossary for definitions of Cognos BI report fields, metrics, and other BI concepts. This capability reinforces the use of InfoSphere Business Glossary for defining business requirements and initiatives, as dictated by the BI reports.

Additionally, you can import Cognos BI software metadata into the InfoSphere Information Server repository by using InfoSphere Metadata Asset Manager. This metadata is an aid to InfoSphere Metadata Workbench, because InfoSphere Metadata Workbench reports the full scope of business and data lineage from source to reports. Even though Cognos BI software is a solid BI application, the added advantages of its integration with InfoSphere Information Server make it by far the preferred choice.

Developing BI solutions is beyond the scope of this book. Therefore, this process is not explained in later chapters.

### 3.4.9 Generating enterprise reports and lineage

The core element of the information integration project is the data from which the BI reports are derived. You must validate the quality of the data to ensure that the report results are reliable. However, you must also validate that the report results are accurate based on the data and that the data is the correct data. For this purpose, *InfoSphere Metadata Workbench* has various metadata based reports to ensure that the high quality data is also the correct data that came from the right system of the record.
The lineage report that is generated by InfoSphere Metadata Workbench provides such oversight. For any given data, InfoSphere Metadata Workbench can derive all of the data sources that contribute to the specified data and all of the targets that used this data. This functionality is unique to InfoSphere Metadata Workbench.

InfoSphere Metadata Workbench can also create and load specific extended metadata when the InfoSphere Information Server metadata repository does not connect directly to metadata sources or when the sources or their metadata is not accessible. These extended metadata objects are further documentation that is added into the metadata catalog or in the InfoSphere Information Server repository. Their purpose is to enhance the lineage reports so that the entire Information Integrated solution can be represented in the full data flow.

For more information, see Chapter 12, “Enterprise reports and lineage generation” on page 393.

### 3.5 Deployment architecture and topologies

The following documentation describes most of the deployment architectures and topologies that are available for InfoSphere Information Server:

- IBM InfoSphere Information Server user documentation
- *Information Server: Installation and Configuration Guide*, REDP-4596 (describes the deployments that are appropriate under which circumstances)

This section describes the uniqueness of the metadata driven InfoSphere Information Server and provides possible deployment considerations.

#### 3.5.1 Overview of the topologies

The standard InfoSphere Information Server topologies in the InfoSphere Information Server documentation include two-, three- and four-tier deployments, high availability active-passive failover, various clusters, grid, and so on.

Figure 3-5 on page 68 shows an example of the simplest, single server architecture: a two-tier topology that separates the client tier from the server tier. The server component encapsulates WebSphere Application Server, the services, metadata repository, and engine. A three-tier topology builds on the foundation of the two-tier topology but separates the engine piece from the server component. A four-tier topology distributes all components (the client, database, services, and engine) to separate pieces of hardware or nodes.
The InfoSphere Information Server documentation and *Information Server: Installation and Configuration Guide*, REDP-4596, help to define the appropriate architecture based on a combination of factors and specific criteria. However, the common approach among all of these recommended topologies bases deployment on the typical development life cycle. It uses some or all of these separate environments for development, test, pre-production, and production, and perhaps separate sandbox environment, to test patches, fix packs and upgrades, before deploying to the “real” environments to minimize the impact on productivity.

Nonetheless, InfoSphere Information Server is not just a set of product modules and components for developers used by information technology (IT) personnel to support the needs of the business. It is also designed for business personnel and the traditional applications for the technology professionals. As such, you must consider additional factors for an InfoSphere Information Server deployment architecture. For example, you must consider the requirement of a larger user community and how to best facilitate their interactions across the enterprise. One of the main considerations is how to deploy shared metadata.

### 3.5.2 Unified and shared metadata

As referenced in 3.2.3, “Repository tier” on page 46, InfoSphere Information Server supports the concept of unified and shared metadata. The concept is that metadata is created, consumed, and used by various users. These users all want their efforts to result in a functional, consistent, well behaved system that is
perceived and truly is reliable. However, each resource has a different area of focus, depending on their needs.

For example, the analyst wants the resultant data to be properly formed and accurate. The data steward or, potentially the CEO, wants all of the data assets to be verifiable and conform to regulatory constraints, if they exist. The developer wants to know how to efficiently and accurately develop applications that get the job done. All of these examples require distinct access to the InfoSphere Information Server.

Some might oppose any access to the production servers, often with good reason. Others, also for good reason, might demand access to the production data so that they can be confident in the data that is being produced. It is being implemented by various enterprises.

**Disclaimer:** The deployment options and topologies presented in this section are for your reference only. IBM does not provide support for the topologies provided here. This description is strictly for your information.

When you know the most crucial decision points to consider, you can set the policy to align with corporate concerns.

Start by focusing the following tasks that InfoSphere Information Server performs, such as the following examples:

- Moves data
- Cleanses or transforms data
- Analyzes data
- Stores business definitions
- Assigns owners to data assets

Then look at the users who are not just developers and operation staff in this environment. Many other groups of users in one way or another need to access the InfoSphere Information Server. Considering that they all have valid reasons, do you give them access to the production system? The answer depends on how you evaluate the needs of each group and weigh those needs against system performance.

A fundamental assumption is that you cannot let anyone impact the performance of the production system. What if you only process data at night and the loads are incremental and run in a relatively short time. Then is it acceptable to allow access to operational metadata on that system during the day by using InfoSphere Metadata Workbench? Again, the answer depends. Look at other options that, although require additional hardware and software, might be the answer you are looking for.
Unified metadata is not just for development, testing, or production environment. Analysts communicate with developers in many ways. Examples include through the business definitions and data analysis that are captured in InfoSphere Business Glossary or the mapping specifications that they create in InfoSphere FastTrack.

Because operational metadata is also of interest to many, the question is: How is this infrastructure going to be created that looks and feels like production, but that does not affect the production environment? What if you replicate the parts of production that satisfy the metadata needs? You can host the InfoSphere Business Glossary in a location that is acceptable to both the analyst and developer.

Design and operational metadata can also be included. InfoSphere Information Analyzer jobs that sample or perform complete table scans require a differently tuned database than the one optimized to handle transactions.

Consider adding it all in one environment as illustrated in Figure 3-6.

The production environment is dedicated to production, and it has a two-tier topology. The same is true for the testing environment. The development environment has a three-tier topology because it works best for development. InfoSphere Information Analyzer has its own engine and database (IADB, the Information Analyzer database) workspace. The place to view and manage metadata of the production data is missing. This place is where the business and
the technical users meet. It is the glue between the different resources. The following section describes this environment.

### 3.5.3 Metadata portability

This section describes the potential of having a dedicated metadata environment. The purpose of this dedicated environment is to provide all stakeholders full-time access to the various types of metadata that exist within InfoSphere Information Server.

All Information Server product modules generate and consume metadata. The metadata that they generate is persisted in the InfoSphere Information Server repository. This is true for all InfoSphere Information Server instances, such as development, test or QA, production, and other environments that a company might have.

Depending on business requirements, InfoSphere Information Server product modules might be deployed in some or all of the environments. For example, InfoSphere DataStage is always deployed in all environments because it is part of the development cycle to promote it through various environments. InfoSphere Metadata Workbench might not need to be installed (and used) in a development environment, but it might need to be installed in a production environment.
Figure 3-7 shows a composite of the topology that was previously described with the addition of the dedicated metadata environment.

Figure 3-7  Dedicated metadata environment

In the dedicated environment, regardless of the environment in which the metadata is created and persisted, the relevant metadata is copied to this separate instance of InfoSphere Information Server that is dedicated to accumulating metadata. This dedicated environment becomes the place where all stakeholders can go and view the metadata they want.

Figure 3-7 shows four environments: Dev, Test, Prod, and Metadata. It also shows copying the design metadata (Information Analyzer Quality Rules) from the Dev to Metadata environment and copying the operational metadata from the Prod to Metadata environment. This way, the working environments can be minimally impacted by the various metadata needs. However, in the case of the operational metadata, some latency will occur from the time that the metadata is created to the time that it is available in the metadata environment. A well-understood change-management process must be in place for such an environment.
3.5.4 Alternative deployment

The previous deployment example is based on specific requirements that might or might not apply in a given customer environment. You must consider the objectives and understand all of the constraints when planning a deployment strategy. This approach is only one example, but it provides a way of thinking that can be applied to any environment.

The typical deployment scenario is to select one environment (usually the production environment) and ensure that all the necessary metadata from the development environment is promoted. This method requires establishing a disciplined process for promoting published business metadata with the physical metadata that corresponds with the production environment. Regardless of the deployment architecture that is selected, you must understand the considerations that go into this decision.

3.6 Conclusion

In conclusion, this chapter provided an overview of InfoSphere Information Server, the platform infrastructure, and deployment options. It also introduced the InfoSphere Information Server product modules and components that provide the functions for implementing an information integration solution. More importantly, this chapter mapped InfoSphere Information Server to the processes that are involved in a typical implementation process to illustrate the product modules or components that are involved and in which part of the process.

The rest of this book highlights the details of each process and the product modules and components that are used.
This part provides information about the implementation of a solution. It uses the process described in the previous part and includes a use case.

This part includes the following chapters:

- Chapter 4, “Use-case scenario” on page 77
- Chapter 5, “Implementation planning” on page 89
- Chapter 6, “Building a business-centric vocabulary” on page 131
- Chapter 7, “Source documentation” on page 175
- Chapter 8, “Data relationship discovery” on page 209
- Chapter 9, “Data quality assessment and monitoring” on page 283
- Chapter 10, “Building up the metadata repository” on page 339
- Chapter 11, “Data transformation” on page 375
- Chapter 12, “Enterprise reports and lineage generation” on page 393
Use-case scenario

This chapter presents a use-case scenario that is used for the remainder of this book. This use-case scenario facilitates your understanding of the concepts and procedures that are presented and the practical examples that are included.

The scenario is fictitious and is for illustrative purposes only. It explains in detail where an organization needs to expand the use of metadata across information integration and business intelligence (BI) projects. This scenario is not intended to describe the exact process or define an industry best practice.

In this scenario, a national bank, Bank A, with a mature and sophisticated BI and data warehouse solution acquires a regional bank, Bank B, which does not have many BI solutions. Bank A needs to integrate and consolidate data source systems from Bank B to create consolidated BI reports and analysis, which they have done currently.

This chapter includes the following sections:

- Scenario background
- Current BI and data warehouse solution for Bank A
- Project goals for the new solution
- Using IBM InfoSphere Information Server for the new solution
- Additional challenges
- A customized plan
- Conclusion
4.1 Scenario background

Bank A is a large corporation that provides financial services to customers from different industries across the globe. Bank A started operations in the US and expanded its presence in North America, South America, Europe, Asia, and Africa. The current product portfolio of Bank A includes savings accounts, checking accounts, mortgages, automotive financial services, and insurance. Bank A offers an extensive set of services to small-to-large sized companies.

Bank A has a large and mature BI infrastructure that provides reports and valuable information from all of its business units. The information is in the right format so that it can be used by business executives, stakeholders, and oversight authorities for different purposes.

Even though Bank A has a significant presence in most of the major financial markets in the world, in many countries, it lacks a presence on a regional basis. The representation of Bank A only includes major financial services provided to companies or governments. It does not reach individuals, and it limits its deployment of the full product portfolio.

To close this gap, Bank A has acquired local banks whose presence is established in the regional markets. Bank A gains access to the market through acquisition, which it might not have had otherwise.

Thus, in this use-case scenario, Bank A acquired Bank B.

4.2 Current BI and data warehouse solution for Bank A

The current BI solution of Bank A supports multiple BI reports, ad hoc queries, and form of advanced analytics. With their current solution, the business users define the list of reports required, their layout, the metrics, and dimensions to be used. They also generally define all of the business rules and exceptions that shape the analysis.
Figure 4-1 shows the layout for the BI solution of Bank A.

As shown in Figure 4-1, the BI solution of Bank has a standard approach to the BI initiatives. The BI landscape of Bank A includes the following areas:

- Data sources
- An information integration layer
- Data repositories
- Analytics
- Front-end services for consumers

With the current information flow and delivery process, the solution has several problems that affect the final BI reports and analytics:

- No reliable way of knowing that the BI reports are from accurate and complete source data
- Frequent misunderstanding and misusage of terms between business and technical teams
- No good way to maintain current business definitions
- Difficulty in consolidating new source data into the solution
- No easy way to achieve an enterprise architecture and to synchronize projects
4.3 Project goals for the new solution

From the senior management perspective for Bank A, one of the main goals for this project is to have a solution that treats information as a strategic enterprise asset, with insightful and actionable data. This solution must include capabilities such as flexibility for changes and development, agility to deploy, and compliance with regulation and directives. The new solution must be able to handle complex and constantly changing banking challenges, triggered by authorities, clients, and a fierce competition.

The new solution requires the following capabilities and characteristics:

- A common, centralized business vocabulary
- A way to discover, understand, and document source data
- The ability to design and publish data structures
- The ability to map discovered data to target structures
- The ability to develop data integration and data quality transformation
- The ability to analyze and monitor data quality
- The ability to discover new or hidden business rules within the data
- The ability to document, navigate, and analyze the metadata through:
  - Data lineage
  - Business lineage
- The ability to perform impact analysis to control changes and prevent errors
- The ability to control project deployment through multiple environments: development, test, and production
- The ability to reuse the components and artifacts to enhance productivity, reduce development time, and increase the quality of final products

4.4 Using IBM InfoSphere Information Server for the new solution

Bank A intends to use IBM InfoSphere Information Server as the platform where all of the information integration process takes place. This approach includes processes for understanding, cleansing, transforming, and delivering their data.

The current solution already uses some of the InfoSphere Information Server product modules for cleansing, transformation, and delivery. It includes IBM InfoSphere FastTrack, IBM InfoSphere DataStage, and IBM InfoSphere
QualityStage. However, it has not taken advantage of other product modules and components that provide information governance capabilities and the required capabilities mentioned earlier. These modules and components include IBM InfoSphere Blueprint Director for implementation planning and IBM InfoSphere Business Glossary for building centric business vocabulary. They also include IBM InfoSphere Metadata Workbench for housing source and target metadata for business and data lineage reports and impact analysis.

With the added InfoSphere Information Server product modules and components, Bank A plans to document the existing solution and then consolidate the data of Bank B into the existing solution. Bank A wants to find a fast and reliable way to achieve this goal.

### 4.4.1 Changes required

Several changes need to take place to the existing solution and to move the current solution toward the new one.

Bank A currently has multiple sets of business glossaries that contain definitions from various areas for different purpose. Bank A intends to build one business-centric vocabulary that is accurate, easy to use, and easy to share among all users.

Bank A plans to store all metadata in one central metadata repository for easy sharing and usage. The repository includes metadata of the source data systems and target reports. It also includes data quality rules, cleansing and transformation jobs, a delivery data model, and lineage information.

Bank A wants to assign this metadata (or other components required in the solution) to users who can be responsible for its content and structure. These users are *stewards* of the metadata or other required components.

Bank A wants to establish business and technical data stewards who link assets and update definitions. Whenever a user or developer needs to work with an asset (for example, a BI report needs an update within the business rules that might filter or expand the results), the steward will know who to contact. If the business inquiry is related to more than one asset, the business user can tell who the responsible parties. Then they can obtain detailed tracking without losing any perspective.
4.5 Additional challenges

Bank B has grown from a small business to achieve a regional presence. Although its market share is bigger in its own regional market, it is trailing behind other regional banks in the number of unique customers. Bank B is in this position because it lacks the infrastructure of their competitors. Bank B has not handled the wide spread of its customer basis under a single platform. Moreover, Bank B cannot offer a single product portfolio to its clients because its information resides in separate silos and they cannot integrate a single offering or a cross-selling campaign.

On the operations side, Bank B has failed to understand its client basis. This situation is common to bank executives who take too long to offer any product that can complement the clients’ portfolio. The result is that the competition is making the offering and later cross-selling the product that Bank B had with this client. In summary, Bank B is failing to sell more to its actual clients and it is losing them to competitors. The reason for this status is that Bank B cannot create a trustworthy, single client database.

From the performance management perspective, Bank B did not have the tools to help the company foresee these problems and react to the market. For Bank B, analytics equal forensics. Reports are built with great effort and time consumption and are not delivered to executives in a timely manner.

The process of gathering information and feeding the data objects that eventually serve as source for the final reports is not a full data integration process. It sometimes lacks management and appropriate or updated business rules. Also if changes are required, it can be expected to shut down for long periods of time because almost everything must be created from the scratch. Maintaining this process is a nightmare for the development team.

In this scenario, Bank B business users do not trust the information they receive from the systems and often manually adjust the report data by using spreadsheets. Technical users need reports for different purposes. Sometimes the same reports are requested with no consistency in them and with different names and formulas being used.

The development team at Bank B is also in a complicated state. Managers do not have enough people on the team, and they have to push the developers to do more in less time. The result is almost no documentation is available to record the last updates and patches to systems. Regulations and reports delivered to authorities contain changes made as needed. Some events are not recorded at all because nobody remembers them. Crisis emerges if members of the team decide to leave the bank without providing sufficient knowledge transfer to their replacement.
To solve these challenges, the new solution uses the following tools:

- InfoSphere Business Glossary for a centrally shared glossary
- InfoSphere Discovery for discovering data relationships
- InfoSphere Information Analyzer to assess and monitor data quality
- InfoSphere FastTrack, InfoSphere DataStage, and InfoSphere QualityStage for data cleansing, transforming, and delivery
- InfoSphere Metadata Workbench for storing centrally shared metadata repository and for generating lineage reports, impact analysis, and more

4.5.1 The integration challenge and the governance problem

At the time that Bank A acquired Bank B and the merger was approved, the new management encountered several challenges when starting operations.

Management needed to start reporting the operation from Bank B according to the proven standards and methodology of Bank A, and they needed to do it quickly. The challenges were the traditional problems of having a different set of tools and infrastructure (both Banks A and B) and migration from the core systems from Bank B to Bank A.

At Bank B, transactional systems could keep working as they were, because by regulation, they were required to comply with a set of operational standards. Therefore, in this area, Bank A could rely on the current operation results in terms of service level agreements (SLAs) and quality of service (QoS). The problem was that the systems that were built to solve the BI requirements were not ready. For example, the level of detail provided by Bank B sources was unhelpful in calculating all the metrics and key performance indicators (KPIs) required by Bank A to measure business performance management (BPM).

In addition, both banks faced the problem that the reporting systems did not have current documentation. The latest version of the documentation was unusable because of major changes that were applied due to regulation requirements in both sources and data models. After a brief review, creating this documentation from scratch with the current team, for migration purposes and later for sending it to the trash, was determined to be too difficult and expensive. The time spent on creating the documentation might also distract resources that control the current operation in this critical phase of the acquisition. Bank A could not afford a shutdown on the service because it might compromise the acquisition and give a bad impression to customers.
4.5.2 Additional business requirements

Bank A decides to completely integrate reporting information for Bank B into its information-integration running environment and reporting platform. Bank A plans the following strategy to facilitate this business requirement. It uses the typical implementation process explained in Chapter 2, “Solution planning and metadata management” on page 29.

Bank A can decide to implement this flow in a different order. Remember that this process can be solved from many different approaches and is going to be affected by many variables such as the following examples:

- The maturity level of the BI and data warehouse projects of the organization
- The status of readiness that an organization must enter into this effort, which includes the following examples among others:
  - The amount of human resources with available time to be assigned for the project and incoming deployment from both technical and business sides
  - The capabilities of the transactional systems to provide the information required as input for further calculations without any modifications
  - A common set of skills that the development and operational teams need to have before the launching of the project.

Bank A has a vast amount of experience in these projects. Because Bank A has a running project that has been growing for years, it carefully reviewed how to approach this case. The decision to pass through all of the phases is consistent with the preferred practice. This practice indicates integrating the most possible pieces of metadata and inheriting the advantages of having a robust environment that uses them. A benefit that can be obtained includes assets related each other, showing dependencies between them. Another benefit includes having stewards who are responsible for providing maintenance for the assets and for preventing unexpected changes by having impact analysis.

The primary driver of the project is to complete all of the reports and get them running. Another main driver is to obtain as much knowledge as possible about the company that was acquired, its processes, KPIs, and business rules, among other information. Therefore, understanding and managing the Bank B metadata becomes critical for compliance with the business requirement. Managing metadata is a project driver. It can be a show stopper for many BI or data warehouse efforts if it is not given the attention it demands.
4.6 A customized plan

You have now reviewed the use-case scenario, the current solution of Bank A, its goals, and what and how InfoSphere Information Server product modules and components can be used for metadata management and consolidated integrated solution. Now Bank A is ready for a customized plan.

Bank A will use the typical implementation process described in Chapter 2, “Solution planning and metadata management” on page 29, and in Chapter 3, “IBM InfoSphere Information Server approach” on page 41. It will plan and implement the solution. This section briefly touches on each step in the implementation process.

Defining business requirements
The first step is to determine which information is required in the BI reports and the supporting definitions. For example, Bank A must determine which business rules apply, how often they apply, and the appropriate detail of information required for each report.

Building a business-centric vocabulary
Bank A needs to understand the business terminology of Bank B. Then Bank A must import it, use it, and create a common glossary or make the required adjustments to make it fit into the new and bigger business landscape.

A business glossary is valuable for an organization because it includes the vocabulary and business knowledge that members of the organization use to communicate more efficiently and precisely. It important for Bank A to know clearly the common terminology and its meanings for Bank B before using the information. By understanding this terminology, Bank A can confirm that it is using the appropriate information assets, such as when building a report for use by certain authorities or to help business executives make decisions.

In addition, among the divisions and users of Bank A, some have their own business glossaries that are not shared or exposed, and others do not have any formal glossaries. Bank A sees this situation as an opportunity to consolidate and publish one glossary to incorporate information from Bank B and the business terms and categories from Bank A.

Developing a data model
Bank A has a data model for its BI reports. However, it needs to ensure that the data model of Bank B fits in the existing data model. Therefore, they go through this step of developing a model by updating the existing model rather than starting from scratch.
Consider the following questions for developing the new consolidated data model:

- Is the current data model sufficient to fulfill the new or updated business requirements?
- Can the data model for Bank A be populated with information from Bank B? Does it provide the level of detail required for all analysis and reporting?
- Are any adjustments necessary for the new data model to fully integrate the two banks, such as fields or hierarchies with the existing information?

**Documenting source data**

Source systems represent the input or pipe of data from their point of origin or creation to a staging area.

To begin, Bank A must document metadata of its own source data systems that are used for its BI reports. Then Bank A must identify, understand, and document the source data systems that Bank B has, where they are, and what is required for the consolidated BI reports.

**Discovering data relationships**

To understand the data that Bank B has, Bank A also performs data relationship discovery to understand the data attributes and relationship among the data for Bank B. Finally, Bank A loads the metadata of the source data into one central metadata repository.

**Assessing and monitoring data quality**

Bank A must assess the quality of the data that Bank B has before adding it to the BI solution. For example, it is important that duplicate or inconsistent values are not added to the Bank A environment.

The development team expects an overlap in some of the dimensions used for analysis, such as clients and addresses. As ascertained, Bank B has problems in this area, with siloed environments for the different business lines, which is one part that prevented Bank B from understanding its common base of clients.

Adding to this, Bank A and Bank B might have shared clients before the acquisition. Such clients might include consumers or companies that are using the services of both banks. It is imperative to identify these clients in order to start treating them from a single point of view as business requirement demands.

From the metadata perspective, Bank A must discover and understand the dimensions, hierarchies, data objects, and processes that affect the data entities within the systems. By gaining this understanding, Bank A can start managing them and deciding which steps to take. This method might require running data
lineage and performing impact analysis on the results for getting the appropriate inputs and starting the data quality assessment.

**Documenting warehouse metadata**

The current metadata repository from system A is expected to change as the project changes. If the process is well driven and executed, the metadata is expected to grow naturally, updating the context, meaning, and specification of the business terminology as the project evolves. Maintaining this communication is crucial for business users, technical users, or any stakeholder that reviews business terms or decides if the terms are still valid or need to be updated.

**Transforming data**

The data specification is set. Also process development is set to transform information that comes from data storage systems to the new target data stores.

Bank A has an operating process for its own sources, but needs to create new extensions for the Bank B sources. Within its new process, it must ensure that specifications and definitions are aligned with it.

The transformation and integration process from Bank B and Bank A sources are expected to converge at some point to populate the shared metadata repository that facilitates fulfilling business requirements. The development team must understand which assets to update, and it must monitor the impact of the updates.

The teams need to know the data lineage from the objects involved in the process. They must understand the traceability of these objects through the integration process and the overall environment to correctly update all dependant artifacts. To mitigate deployment risk, they must also be aware of unwanted changes before they apply them.

### 4.6.1 BI process development

BI process development is an area where new development is not a strong requirement. The reason is because BI reports, data collection, data marts, and other required components or artifacts are already in the Bank A infrastructure. Little modification is needed for this current project because no other business requirements are included other than integrating Bank B information.
The following additional functions might be required for the solution in future:

- Creating new Bank B users on the new platform who can consume the reports
- Enabling a current set of dashboards and reports to filter information for Bank A, Bank B, or both for an overall view, which might be helpful during transition
- Enabling personalized views to continue the business line monitoring for Bank B, but with the Bank A enterprise approach and KPIs

### 4.6.2 Data Quality monitoring and subscription

Bank A is likely to include the new data objects that are developed and, if required, include them into the scope of all of the data quality monitoring. These objects must be linked and visible through every metadata analysis and tracking. This way, every user who has the appropriate permissions will be aware of these dependent objects and the impact of changes made for follow-up and monitoring purposes.

### 4.6.3 Data lineage and reporting requirements and capabilities

Enabling data lineage capabilities as a feature of the complete solution takes more importance everyday, as benefits are perceived by the business and technical users. All of the solutions must provide components so that stakeholders across the project can review all of the artifacts and subprocesses that modify or transform the information in its life cycle.

The Bank A team knows that understanding the business meaning of an object or process and its dependency with other information assets will help to navigate across the heterogeneous environment. Understanding this information will also help to control the incorporation of new assets without affecting a productive system. Knowledge of these details will ensure project success as it facilitates and helps the search for information in the metadata repository.

### 4.7 Conclusion

In conclusion, this chapter presented a use-case scenario where a national bank (Bank A) acquires a regional bank (Bank B). It explains how Bank A needs to perform the consolidation and improve the existing data integration solution.

The remainder of this book uses this use case to provide practical examples. It goes through key steps in the implementation process. It also explains how individual InfoSphere Information Server product modules and components are used during the process.
Implementation planning

When planning for a solution implementation, you need to start with the process of creating a blueprint. You draw your approach on a canvas or on a sketch pad so that you can share, discuss, and gain consensus on the project that you are delivering. IBM InfoSphere Blueprint Director is that canvas or sketch pad and is for that purpose of drawing plans and sharing them with others. With InfoSphere Blueprint Director, you can take common processes or templates and evolve them as your business needs change.

By using InfoSphere Blueprint Director, you can design your information landscape with a visual approach from high-level to detailed design. With a set of readily available templates based on different project types, you can ensure an efficient planning process with a reusable approach and ensure collaboration on the design before action is taken. Guaranteed best practices are shared and implemented across teams and work projects.

This chapter describes how InfoSphere Blueprint Director can provide efficiency and consistency in your implementation planning. This chapter includes the following sections:

- Introduction to InfoSphere Blueprint Director
- InfoSphere Blueprint Director user interface basics
- Creating a blueprint by using a template
- Working with milestones
- Using methodology
- Conclusion
5.1 Introduction to InfoSphere Blueprint Director

InfoSphere Blueprint Director helps you to define the end-to-end architecture vision for your information projects consistently through the use of templates (reference architectures). It guides you and helps you understand how to achieve your vision through associated methods. You can start implementing your vision and maintaining controls with your blueprint.

Whether your initiative is for information governance, information integration, or business intelligence (BI), InfoSphere Blueprint Director makes your planning and implementation process simpler. InfoSphere Blueprint Director comes with several content templates by project types that are ready for immediate use. You can easily customize the templates to fit your project requirements.

The following templates are included:

- Master Data Management
- BusinessDriven BI Development
- Managed Data Cleansing
- Information Lifecycle Management

A benefit of using an existing template is time to value. You can quickly start your project planning process with an existing reference architecture and customize it as you require. Another important aspect is consistency. You define your blueprint according to a set of standards from the existing template. By using templates, you ensure process consistency throughout your project and among projects within your organization.

To draw the blueprint for your project, start with an existing template based on your project type. You then customize the template to fit your project requirements. The standard template guides you through your project phases and helps you understand what you need to accomplish in each phase.

Figure 5-1 on page 91 shows a blueprint that is created from the available template, the Business Driven BI Development template. It shows a Warehouse icon on which you can take action. Rather than drawing this icon on a board, with InfoSphere Blueprint Director, you drag the existing reusable icons.

The information flow illustrated in Figure 5-1 on page 91 shows four data sources that will go through a type of integration (which can be defined later). Then they will move the data into a warehouse, out to analytics, and finally to consumers and analytics applications.
When you click the **Warehouse** icon, you see text associated with it that provides a list of options for this icon. In this example, the following options or potential tasks are associated with the Warehouse icon:

- Define the data warehouse model
- Develop the physical warehouse
- Deploy information assets
- Information governance functions such as manage data lineage and perform impact analysis

Also associated with the Warehouse icon are business requirements specification and technical metadata.
InfoSphere Blueprint Director provides this visual representation of the project that you are working on and the ability to navigate to specific functionality. With this approach, you can create a blueprint diagram, share it, tune it, and drive downstream processes.

To work with your blueprint, InfoSphere Blueprint Director provides a design canvas. On the canvas, you can drag graphical objects that represent processes, tasks, data assets, or other objects that are required for your project. You can connect the processes to establish a sequential order for which the processes should occur. In addition, you can connect the processes, assets, and other objects to show the dependencies among them. You can label each graphical object to indicate its purpose.

InfoSphere Blueprint Director supports complex multilayers of information details for your blueprint. You can use a single graphical object in the blueprint to represent various tasks, assets, or processes. When you drill down on the object, it shows its sublayer, with details of the tasks, assets, or processes that consist of the upper layer object. You can have several hierarchical levels that form the basis of your project plan from top to the bottom.

An important feature of InfoSphere Blueprint Director is the milestone feature. You can design and create a project road map based on milestones. You can specify the processes or phases of projects that will be completed at which milestone. By using the milestone feature, you can track your project easily. By selectively showing your blueprint based on the milestones, project stakeholders can quickly understand the overall end-to-end project plan and what will be accomplished at each stage.

InfoSphere Blueprint Director can link to InfoSphere Information Server repository objects. It can also launch InfoSphere Information Server product modules and components to display the linked objects in their native tool. This method ensures that the right resources are represented and used in the project plan.

In summary, by using InfoSphere Blueprint Director, you can use the readily available templates and use the best practices and methodology embedded in the them. You can also reduce the overall development costs and reduce the risk, oversights, and errors in implementing your projects.
5.2 InfoSphere Blueprint Director user interface basics

InfoSphere Blueprint Director provides a user interface and a palette where you can draw your diagram. This section highlights both features.

5.2.1 User interface

Figure 5-2 shows the user interface of InfoSphere Blueprint Director. You can navigate multiple frames to edit your projects and diagrams. InfoSphere Blueprint Director contains various views and frames that contain the components that you want to work with.

![Figure 5-2 Sections of the user interface for InfoSphere Blueprint Director](image)

To have a reference architecture with actionable information in the shortest time possible, the focus in this section is on the most used frames. Figure 5-2 contains the following sections and frames (where the numbers correspond to the numbers in the figure):

1. Blueprint Navigator
2. Editor area
3. Tab group
4. Properties editor

The sections that follow explain each area of the user interface.
Blueprint Navigator
Use Blueprint Navigator to browse blueprint projects and their content. A project contains a root diagram, which is the global view or main layout. From any diagram, you can navigate its domains and the artifacts, methods, or assets that each one contains. The navigator is a useful way to understand how the components are arranged within a given architecture.

Editor area
The editor area is the canvas that you use to draw diagrams and add components and artifacts to them. You can edit the content and properties to customize them as the project architecture requires.

Tab group
In the tab group, you can arrange different views to manage different components that are used in diagram design. This group has the following components:

- Method Browser
- Asset Browser
- Glossary Explorer

Figure 5-3 shows a tab group with the Asset Browser, Method Browser, and Glossary Explorer.

![Figure 5-3 Tab group in InfoSphere Blueprint Director](image)
Other views can be added to the working space. For example, you can add a view to a tab group or use the view detached from the frames, where it floats in the workspace at your convenience. To navigate through the available views, select **Window → Show View** (Figure 5-4).

![Figure 5-4 Navigating the views in InfoSphere Blueprint Director](image)

### Properties editor

The properties editor at the bottom of the window is helpful for providing identification and format information about the specific component at use or the edition. For example, the information can include the name, the font used, a brief description, or owner. An advanced properties option exists if the brand, version, or steward is required.

**Frame layout:** You can modify and customize the InfoSphere Blueprint Director frame layout.

### 5.2.2 Palette

To draw a diagram, Blueprint provides a list of components that you can use to design your process or workflow. The palette has different tabs or areas that are divided by functionality and purpose. This flexibility gives you many options to create the Blueprint.
Figure 5-5 shows a standard palette.

![Blueprint palette](image)

Figure 5-5  Blueprint palette

The palette shows the following tabs:

**Groups**  Specify domains, projects, or a set of assets.

**Operations**  Specify the type of tasks that can be executed or within the information, such as a federated query, a data integration process by itself, a routine, a Change Data Capture (CDC) activity, and a correlation.

**Analytics**  Specify analytics-specific tasks such as processes, mining, prediction, or instrumentation.
Consumers and delivery
Specify the deliverable (such as query, report, and dimension), users, and other components that show how data is finally delivered and used.

Data stores
Specify where the information is stored, such as in Master Data Management (MDM), an operation data store (ODS), a database by itself, an archive file, or a data warehouse.

Files
Indicate whether a physical file or a buffer is used to store information.

Conceptual models
Represent the use of dimensions, facts, or measures that add context or properties to the flow or process.

Connections
Specify the directional flow of information, whether a non-bidirectional relationship exists between elements, or if File Transfer Protocol (FTP) is used.

As you can see, a large set of components is available for you to draw your blueprint with different levels. The palette provides descriptions of almost every building component that you need. Go through the list of components, and understand the purpose of each component.

5.3 Creating a blueprint by using a template

You typically start creating a blueprint from one of the available templates and customize it to your system environment and solution requirement.

For the use case in this book, the project requires incorporating the components of Bank B into the current solution for Bank A. We use the “Business Driven BI Development” template and customize it first to create a blueprint that shows the current Bank A solution. We then customize it further to show the future solution with processes and assets of Bank B merged into the processes and assets of Bank A. We also use the milestone feature to show the different phases of the solution, one for the current solution and one for the future merged solution.
To create your blueprint from InfoSphere Blueprint Director, follow these steps:

1. Create a project:
   a. Select **File → New → Project** (Figure 5-6).
   b. Enter a project name. For this use case, we enter Bank A BI.

   ![Figure 5-6 Creating a blueprint diagram from the File menu](image)

   You can also create a project by right-clicking **Blueprint Navigator** and selecting **New → Project** as shown in Figure 5-7.

   ![Figure 5-7 Creating a blueprint diagram from the Navigator tab](image)

2. Create a folder for the project.

   To organize the blueprints, create a folder and a project that contain the blueprint. This way, you can export the blueprint completely and maintain control over the versions without mixing its content with other projects you might have.

   To create the folder, complete these steps:
   a. Select **File → New → Folder**. You can also create a folder by right-clicking **Blueprint Navigator** and selecting **New → Folder**.
   b. In the New Folder window (Figure 5-8 on page 99), enter a name for the new folder. In this scenario, we enter a name of BI Planning. Then place this folder inside the project that was just created. Click **Finish**.
Figure 5-8  Creating a folder

Figure 5-9 shows the new project, Bank A BI. The BI Planning folder is inside the corresponding project. Next you create a blueprint by using the appropriate template.

Figure 5-9  New project resource
3. Create a blueprint:
   a. Select **File → New → Blueprint** to create the blueprint.
   b. In the New Blueprint window (Figure 5-10), under **Create blueprint from template** option (selected by default), select the **Business Driven BI Development** template from the list of available templates. Each template comes with a version number and a brief description that explains the use of methods and the overall processes and tasks covered by the template.

   In this window, notice that the blueprint is called **BANK_A_BI.bpt**. (All blueprint diagrams require the .bpt extension.) In addition, a destination folder is defined. In this scenario, because we started the creation blueprint in the BI Planning folder of the Bank A BI project, the destination folder is inherited into the creation. We can modify the folder here if we start from another position.

   **Click Finish.**

   ![Figure 5-10 Creating a blueprint](image-url)
Blueprint Navigator shows the entire structure for the blueprint (Figure 5-11). In the editor area, the root diagram is now ready to be customized.

By using this template, you save time so that you can quickly start project planning, and you ensure consistency throughout the planning process. Now, you need to customize the blueprint and link it to the information assets in the metadata repository, including the business glossary.

5.3.1 Customizing the template

The template is divided into five major domains (or blocks) based on different stages that the data goes through to reach to the business requirements. This overview gives a clear idea about how information flows from the data sources and what processes or components are required and related in each one.
Figure 5-12 shows the template domains and its content. This diagram shows the following components in the first level:

- The Data Sources domain that shows all of the sources used in the solution
- The Data Integration domain that shows the tasks involved in the data transformation process
- The Data Repositories domain that shows where the information is stored
- The Analytics domain that shows the analytics tasks that need to be done
- The Consumers domain that shows the users and deliverable of the solution

All these domains are useful for Bank A because they are similar to the domains and the working areas in the project for Bank A.
You can update the database information in the Data Sources domain (Figure 5-13) by linking them to the assets that are available in the metadata repository.

![Figure 5-13 The Data Sources domain](image)

The components in this domain are marked with two icons:

- The  icon represents a subdiagram. You can drill down from this component into the subdiagram.
- The  icon represents a method. You can drill down to view more detail about the scope and objectives of the components.

The template provides the methods and subdiagrams. As needed, you can delete them or add more by right-clicking a specific component and selecting the appropriate action.
For this scenario, we go into one of the subdiagrams and update the properties of the data sources. We work in the Structured Sources diagram as shown in Figure 5-14.

**Deleting the unnecessary components**

This subdiagram is divided into two domains: Untrusted Sources and Trusted Sources. The current Bank A solution has reached a maturity level where all their sources are trusted sources. Bank A does not have any untrusted sources as shown in the template. Therefore, we delete the untrusted domain:

1. Right-click every component in the untrusted domain, and select **Delete**.
2. After the domain is empty, delete the domain.

Figure 5-15 shows the subdiagram now.
According to the infrastructure of Bank A, the following changes must be made to the standard template in the Data Sources domain for customization:

- Include a database to store the insurance information.
- Update the MDM system name.
- Use the ODS for saving accounts.

**Adding and updating components**

In this scenario, we need to add the Insurance component to the Trusted Sources and rename the two existing components. To add the new component, by using the palette, drag the required component to the Trusted Sources domain. To update a component name, modify it in the Properties tab.

Now the data sources reflect those data sources in the infrastructure of Bank A (Figure 5-16).

![Updated data sources for Bank A](image)

For this scenario, we keep the domain name Trusted Sources because we might need to include an Untrusted Sources domain to integrate and profile any database or ODS from Bank B. This method helps to maintain differences during the project.

Notice that the Blueprint Navigator shows the changes in the project in which we saved the subdiagram. The root diagram is also updated if it is affected.

### 5.3.2 Working with metadata repository

If you already loaded your source data in InfoSphere Metadata Workbench, you can connect InfoSphere Blueprint Director to InfoSphere Metadata Workbench. This way, your blueprint can point directly to the data sources loaded within the metadata repository.
If you have not yet loaded your source data in InfoSphere Metadata Workbench, you can skip this section for now. When you complete this step, come back to see this section and complete the connection piece.

For details about loading source data in InfoSphere Metadata Workbench, see Chapter 7, “Source documentation” on page 175.

**Connecting to InfoSphere Metadata Workbench**  
To connect your blueprint to the metadata repository, complete these steps:

1. Select **Blueprint → Manage Server Connections** (Figure 5-17) to connect to a metadata repository.

   ![Figure 5-17 Selecting Manage Server Connections](image)

   *Figure 5-17 Selecting Manage Server Connections*

2. In the Manage Server Connections window (Figure 5-18), click **Add**.

   ![Figure 5-18 Manage Server Connections window](image)
3. In the Add Server Connection window (Figure 5-19), enter the server connection name and the type. For this scenario, for Connection Type, we select **Infosphere Metadata Workbench**. Then click **Next**.

   ![Add Server Connection](image1.png)

   *Figure 5-19  Entering the connection name and type*

4. In the next window, complete these steps:
   a. Enter the host and authentication information.
   
   b. Select the appropriate version of the metadata repository to be connected. InfoSphere Blueprint Director can connect to InfoSphere Information Server Version 8.1.2 and later.

   c. To save time, before you apply the changes, test the connection. In the Add Server Connection window (Figure 5-20), click **Validate connection**.

   ![Add Server Connection](image2.png)

   *Figure 5-20  Testing the server connection*
5. After the server is connected, in the Manage Server Connection window, look for the new entry. In this scenario, we do not need to use it for now. Therefore, close the window.

Exploring metadata
After connecting InfoSphere Blueprint Director with InfoSphere Metadata Workbench, you can explore the metadata through the Asset Browser tab. On this tab, the connection you created is available, and you can retrieve the content in the metadata repository. The type-based structure shown in Figure 5-21 is the same as the one used in InfoSphere Metadata Workbench for assets display.

![Asset Browser](image)

Figure 5-21  Asset Browser
Linking metadata to Blueprint objects (artifacts)
Now that you can browse the metadata, you can look for the information asset required in the blueprint. It is a table named *savings* that points the database component as shown in Figure 5-22.

![Figure 5-22  Displaying assets](image)

You can see the asset identified, which is the BANK_SAVINGS table, and the artifact INSURANCE database in the blueprint subdiagram that will be linked.
To add an asset link, complete these steps:

1. In the editor area (Figure 5-23), right-click the artifact, and select **Add Asset Link**.

   ![Figure 5-23   Adding an asset link](image)

2. In the Add Asset Link window (Figure 5-24 on page 111), enter a meaningful name for the asset link and select the link type.

   For this scenario, we enter **BANK_SAVINGS_TABLE** as the name and select **InfoSphere Metadata Workbench** as the link type. The asset we want to link is already loaded in InfoSphere Metadata Workbench. If you have not uploaded InfoSphere Metadata Workbench with asset information, load the asset information there, and return to the blueprint to add the link.

   **Tip:** Browse and review different options for link types. InfoSphere Blueprint Director provides a long list that you can use to link assets.

   Then click **Next**.
3. In the next window, complete these steps:
   a. Select a connection. Use the current BANK_A_MD.
   b. Choose the appropriate asset type, which is a table in this case.
   c. Retrieve all of the assets.
   d. Find and select the table to be associated.
   e. Click **Finish**.

   The asset is now linked to the component in the subdiagram.

4. To validate the asset link, or review if any other component is linked to an asset, click the green arrow that points to the component to obtain more information about the asset linked. Alternatively, with the pointer, hover over the artifact in the editor area, and a tooltip is displayed with this information.

5. In the editor area, review the asset information, and click the tooltip that contains the name of the asset is displayed. You then go to InfoSphere Metadata Workbench where you can browse the information asset in detail.

5.3.3 Working with a business glossary

In InfoSphere Blueprint Director, you can add business glossary terms to the components to give precise context about the information assets used in your blueprint. For this scenario, we add the terms to our blueprint.

InfoSphere Information Server provides a glossary of terms with their definitions, organized into categories that provide containment, reference, and context. You can use this glossary in the blueprint that links to the metadata repository. This way, the blueprint with diagrams that describe the project and components links to information assets and with the description or definition.
If you have not built a glossary or worked on InfoSphere Business Glossary, see Chapter 6, “Building a business-centric vocabulary” on page 131, to build one. Then, you can return to this section to connect your glossary with your blueprint.

**Connecting to InfoSphere Business Glossary**

First, you must connect and navigate to InfoSphere Business Glossary from InfoSphere Blueprint Director:

1. Go to the tab group, and open the **Glossary Explorer** tab (Figure 5-25).
2. Right-click **Glossary**, and select the **Preferences** option.

![Figure 5-25   Selecting the Glossary Preference option](image)

3. In the Preferences (Filtered) dialog box (Figure 5-26), add the appropriate information in the fields to connect InfoSphere Blueprint Director to InfoSphere Business Glossary. Enter a host, user name, and password. Click **Apply**. To ensure that the information that you entered is correct, click **Test Connection**. After the test is complete, click **OK**.

![Figure 5-26   Connecting InfoSphere Blueprint Director to InfoSphere Business Glossary](image)
4. After InfoSphere Blueprint Director is connected to InfoSphere Business Glossary, update the glossary, which you can choose to do now or later. To update the glossary, go back to this **Glossary Explorer** tab, right-click **Glossary**, and select **Update** (Figure 5-27).

![Figure 5-27 Updating the glossary in InfoSphere Blueprint Director](image1)

The system checks for any glossary update (upper window in Figure 5-28).

5. If the glossary has a change, when the system prompts you to accept the update, as indicated by the lower window in Figure 5-28, click **OK**. Then you receive important information about the components within the glossary that are changes. Alternatively click **Preview** to view the changes.

![Figure 5-28 Update glossary within InfoSphere Blueprint Director](image2)
6. In the summary window (Figure 5-29), review the details of the glossary updates. A full list of terms and categories that have been updated is show. You can also see a summary of the quantity of the components that have been added or deleted.

Click **OK** to accept the update, or click **Cancel**. For this scenario, we add a glossary in Chapter 6, “Building a business-centric vocabulary” on page 131, and return to the blueprint to update the glossary. We click **OK** to accept the update of the glossary.

![Figure 5-29  Changes in glossary](image)

After the glossary is updated from the server, you can now apply business terms or categories to your blueprint.
Applying terms and categories to your blueprint

To apply terms and categories from InfoSphere Business Glossary to your blueprint in InfoSphere Blueprint Director, follow these steps:

1. Navigate through the Glossary Explorer to see the list business terms and categories available as shown in Figure 5-30.

![Glossary Explorer tab showing the list of business terms and categories](image1.png)

To find more information about a term, click it, and then you see a description of that term as shown in Figure 5-31.

![Detail about a business term](image2.png)

Figure 5-30  Glossary Explorer tab showing the list of business terms and categories

Figure 5-31  Detail about a business term
2. Add business terms in your diagram.

As an example, we create a sample diagram and add three business terms to the diagram by using a drag-and-drop approach. A conceptual entity is created for each one (Figure 5-32).

![Figure 5-32 Adding business terms to a blueprint diagram](image)

You can also apply a business glossary to your blueprint diagram by using these methods:

- You can use the business term with other components of the diagram. For this scenario, we link Business Group to Insurance as shown in Figure 5-33.

![Figure 5-33 Linking a business terms to a component](image)
You can add a business term to an information asset instead of showing it as an entity by dragging the business term to the asset. A green arrow is displayed with the asset as shown in Figure 5-34.

![Insurance](image1)

*Figure 5-34  An information asset linked to a business term*

The green arrow is also displayed when you link a component to an information asset. The green arrow indicates that a component is linked to the metadata repository, regardless whether the component is an information asset, business term, category, or steward. A component can be linked to many metadata repository assets at one time.

After linking the asset to a business term, from this asset, you can navigate to the business term. To do this navigation, click the green arrow to see a tooltip that shows the business term (Figure 5-35).

![Insurance](image2)

*Figure 5-35  Navigating to a business term from an information asset*
If you click the name, you connect to InfoSphere Business Glossary in InfoSphere Metadata Workbench as shown in Figure 5-36.

You can continue the analysis with all the InfoSphere Business Glossary capabilities without leaving InfoSphere Blueprint Director. InfoSphere Business Glossary is held at a new tab opened in the editor area.

5.4 Working with milestones

A milestone is useful in cases where you want to show different snapshots of a project or blueprint. By using milestones, you can show how the blueprint of a project changes over time. If a project has multiple major phases, by putting each phase in a milestone, you can see what you have to do or accomplish in each phase. Milestones provide an overall view of the entire project and the fine detail of individual milestone.

For this scenario, in Bank A, the blueprint that we have built so far represents the current architecture of the bank before the acquisition. The objective is to set this initial state before adding the information assets of Bank B in the picture.
We use the blueprint customized in 5.3.1, “Customizing the template” on page 101, as a starting point (Figure 5-37).

Figure 5-37   Initial blueprint of Bank A that reflects its current system

For this scenario, Bank A needs to add the information for Bank B that resides in the transactional system of Bank B to feed to the existent reporting solution. The main changes in the new system and the blueprint are in the Data Sources and Data Integration domains. These domains are where we need to connect the assets of Bank B and perform appropriate data integration.

We update the Data Sources and Data Integration domain by adding more details to their subdiagrams. For the simplicity of the demonstration, we define the change scope in the following three main goals:

1. Obtain an initial state with only Bank A data sources.
2. By using milestones, generate a second state where the trusted data sources of Bank B are included in the environment.
3. Create a third state where these sources are included in the Data Integration subdiagram.
Adding milestones to the project
To add milestones for the project, complete these steps:

1. Selecting **Window → Show View → Timeline** (Figure 5-38) to open the Timeline window.

   ![Figure 5-38 Selecting the Timeline view](image)

The Timeline window is where the milestones reside. By default, the Timeline information is displayed in the bottom frame as highlighted in Figure 5-39.

![Figure 5-39 Timeline frame of a blueprint](image)
2. As with any other window in InfoSphere Blueprint Director, work with the Timeline in this detached mode, or move it to the tab group (Figure 5-40).

![Timeline moved to the tab group](image)

*Figure 5-40  Timeline moved to the tab group*

3. To add a milestone or remove an existing one, click **Manage Milestones**.

4. In the Manage Milestones window (Figure 5-41), click **Add** to add the milestones you need. Under Milestone Properties, enter an owner and description to provide more detail to other users.

![Manage Milestone window](image)

*Figure 5-41  Manage Milestone window*
For this scenario, we create three milestones as shown in Figure 5-42.

![Image of Manage Milestones dialog box]

Figure 5-42  Three milestones for our use-case scenario

Then click **Close**.

5. Review the timeline. Figure 5-43 shows the Timeline for this scenario. The numbers show where each mark point is in the project. This timeline shows the following marked points indicating the number of milestones that we created:

- Bank A Initial
- Bank B Sources Added
- Data Integration Updated

The distribution of the mark point changes depending on the total amount of milestones used in the project.

![Image of Timeline for Bank A Initial]

Figure 5-43  Timeline for Bank A Initial
Move the bar to the remaining marking points to see the information provided in the description. Milestone 2 looks similar to the example in Figure 5-44.

![Timeline for the second milestone](image)

Figure 5-44  Timeline for the second milestone

Milestone 3 looks similar to the example in Figure 5-45.

![Timeline for the third milestone](image)

Figure 5-45  Timeline for the third milestone

**Important:** After you create your milestones, be careful about other changes that you make. Ensure that any updates in your blueprint reflect the milestones expected.
Modifying the milestones

With the milestones created, you can start modifying the blueprint according to your plan. For this scenario, we use the following steps:

1. Because the first milestone is ready, move it to the second milestone, Bank B Sources Added, where the first round of changes is held.

2. Open the Structured Sources subdiagram that was customized previously. Add another domain that includes Bank B data sources (Figure 5-46).

![Figure 5-46  Adding Bank B trusted sources to the Structured Sources subdiagram](image)

The subdiagram now includes the approved Bank B data sources to be used in the project.
3. Select the **Bank B Trusted Sources** domain.

4. Go to the Properties window, and configure the domain. In the Properties window (Figure 5-47), in the Milestones area, modify the Show at and Hide at properties.

   For this scenario, we want to show these domains at all times from this milestone forward. Therefore, set the Hide field to **<No Limit>**.
5. To see how these settings work, go back to the **Timeline** tab, and select the **Filter Blueprint by timeline** option. When checking this option, the blueprint goes into read-only mode. You cannot manage milestones with this option.

For this scenario, the timeline is displayed, but the **Manage Milestones** button is disabled as shown in Figure 5-48.

![Figure 5-48 Filter blueprint by timeline](image)
If we move the bar starting from the initial milestone, the second domain from Bank B is not in the subdiagram as shown in Figure 5-49.

You can make the required changes in the next milestone. A milestone shows how a blueprint can evolve according to business requirements and plan for each phase. It is also useful to maintain a blueprint, instead of having several versions of the same document.

You can add more milestones if subphases emerge. You can also use them to show temporary components that are useful during the development but that are not used when a project is finished. By using the show and hide features on the Properties window, you can show a component or take it out of the scope for a specific time period.
5.5 Using methodology

For this use case, we create a blueprint from an appropriate template. Many advantages can be obtained by working with existing templates. One advantage is working with method elements that provide contextual guidance about designing and development.

Every information integration project has specific steps or activities where methodology or best practices are available. Bank A stakeholders can access several method elements and link them to the artifacts in the blueprint. This approach gives context to the process and details expectations for this task.

The following steps explore the method browser and explain what is available in the current blueprint:

1. Go to the tab group, and select **Method Browser** (Figure 5-50).

   As shown in Figure 5-50, the Business Driven BI Development method list is displayed because we use it as the template. A list of phases and nodes is also shown. These phases are steps that are expected to be accomplished in every project according to the best practices for each case.

![Figure 5-50   The Method Browser tab](image)
2. Navigate through the Develop Information Integration node. Double-click the node to obtain more information as shown in Figure 5-51.

Figure 5-51 Information integration project phase description

The content includes tabs with information for each phase:
- Description
- Tasks
- Roles
- Artifacts

Notice that this tab layout is used in any level because InfoSphere Blueprint Director methodology is organized hierarchically, which is useful for obtaining more detail.
3. Click the **Tasks** tab to see all the tasks involved as shown in Figure 5-52.

![Figure 5-52 Information integration project tasks](image)

5.6 Conclusion

In conclusion, this chapter explained how InfoSphere Blueprint Director helps to standardize project planning with efficiency and consistency. It demonstrated how InfoSphere Blueprint Director provides ready-to-use templates, visual design canvas, and tools that you can use for your project needs.

The remaining chapters outline the specific steps of the implementation process for your project. These tasks include building a business-centric vocabulary, source documentation, data relationship discovery, data quality assessment and monitoring, and more.
Building a business-centric vocabulary

IBM InfoSphere Business Glossary, one of the IBM InfoSphere Information Server product modules, is the centerpiece of metadata management. It provides the entry point for users who are searching for information about assets in the repository.

This chapter provides an introduction to the process of creating and organizing a business vocabulary. It also explains how to populate InfoSphere Business Glossary with categories and terms and how to maintain those categories and terms.

The chapter includes the following sections:

- Introduction to InfoSphere Business Glossary
- Business glossary and information governance
- Creating the business glossary content
- Deploying a business glossary
- Managing the term authoring process with a workflow
- Searching and exploring with InfoSphere Business Glossary
- Multiple ways of accessing InfoSphere Business Glossary
- Conclusion
6.1 Introduction to InfoSphere Business Glossary

The practice of establishing a common vocabulary for an organization is widespread. A common vocabulary improves communication and removes ambiguities within the organization, leading to higher productivity and better utilization of resources. InfoSphere Business Glossary provides a framework where such a vocabulary can be created, nurtured, and promoted for the benefit of the organization.

Common shared business vocabulary is in the heart of information governance, data quality, and metadata management practices deployed by an organization. It is a vehicle of communication where business and IT are on the same plane with no gaps in understanding.

Consider the following questions:

- What is the other party talking about?
- What do the terms in a requirements document mean?
- Do the specifications accurately reflect the requirements?

By having a common vocabulary in InfoSphere Business Glossary, business and IT communities have access to a comprehensive body of information. They also have knowledge about the data the company generates, processes, stores, and uses to support its operations. Through a well-designed hierarchy (taxonomy) and carefully selected and properly formatted business terms (business vocabulary), users can navigate, browse, and search for information about business terms, their meaning and usage, and the IT assets used to realize them. The ability to retrieve information about data, its source, meaning, usage, and various aspects of processing it promotes the understanding of and trust in the data. It also enhances the efficiency of the processes concerning generation and use of the data.

In addition to providing an authoritative source for the terms and their meaning, the combination of InfoSphere Business Glossary and InfoSphere Metadata Workbench provides access to a rich store of knowledge and analytical capabilities. Business people have at their fingertips answers to data questions such as the following examples:

- What information is out there?
- What does it mean?
- Where is it stored?
- How is it being processed and used?
- When was this information last refreshed?
- Who owns this information?
6.2 Business glossary and information governance

Information governance initiatives are deployed to promote the following goals:

- Increase consistency and confidence in decision making.
- Decrease the risk of regulatory fines.
- Improve data security.
- Provide consistent information quality across the organization.
- Maximize the income generation potential of data.
- Designate accountability for information quality.

As explained in the following sections, a business glossary has many of the attributes that are required to support information governance. In essence, all of these attributes depend on the ability to create, preserve, and disseminate knowledge about information across the organization. This knowledge includes awareness about what the information is, how it is used, and who uses it. It also includes awareness about where the information is coming from, what happens to it along the way, and where it ends up.

A cornerstone for such knowledge is the **business glossary**. It starts with giving data names and definitions that are common and agreed upon by the community of users. By giving an object or concept a name, it can be located, tracked, assigned, and secured. Having these names created according to guidelines with a discipline of approved and chartered process creates consistency and instills confidence. Users who search for information rely on the authority of such a source to provide the correct and complete information.

A business glossary goes beyond just a list of terms. Linking terms to IT assets establishes a connection between business and IT and enhances collaboration between parties and users. General business users have fast access to commonly used vocabulary terms and their meaning often with additional information, such as any constraints and flags indicating special treatment. A business analyst has a better understanding of the terms used in business requirements, which translate to better and faster translation into technical requirements and specifications. By viewing the IT assets assigned to a term, data analysts and developers can be more precise in their job development or report design.
A business glossary provides an environment of sharing and collaboration so that you can achieve information governance goals. A business glossary helps achieve these goals in the following ways among others:

- Enables data governance
  - With a common language, supports compliance with regulations such as Basel II
  - Represents and exposes business relationships and lineage
  - Tracks a history of changes
- Accountability and responsibility
  - Assigns stewards as a single point of contact
- Improved productivity
  - Allows administrators to tailor the tool to the needs of business users
  - Provides access enterprise information when needed
  - Enables the use and reuse of information assets based on a common semantic hub
- Increased collaboration
  - Captures and shares annotations between team members
  - Offers a greater understanding of the context of information
  - Provides more prevalent use and reuse of trusted information

### 6.3 Creating the business glossary content

InfoSphere Business Glossary is an InfoSphere Information Server product module. It enables the capture, maintenance, search, and navigation of business terms and the physical assets associated with them. The business glossary is populated with terms that comprise the business vocabulary of the organization. The terms are organized in a hierarchical structure of categories, the taxonomy.

This section addresses the nature of the vocabulary and taxonomy and the process of their construction.
6.3.1 Taxonomy

The word *taxonomy* comes from the Greek words *taxis*, which means arrangement, and *nomia*, which means method. By combining these two words, taxonomy represents the science or method of classification.

Taxonomies provide authority control and facilitate browsing:

**Authority control**

The process of verifying and establishing a preferred form of a proper name or subject term for use in a standardized list.

**Browsing**

The ability to navigate, explore, and discover concepts in an organized structure of information. Classification schemes group related concepts together. This way, if you find an object or concept in a category, it is easy to find other related objects or concepts in the same category.

To achieve these objectives, a taxonomy must satisfy the following criteria:

- **Strict classification rules.** Categories must have a clear definition of what goes in and what does not. Adherence to this rule helps to keep the taxonomy relevant and useful.

- **Mutually exclusive.** A term can belong in one category only. A term might appear in more than one category if it has a different meaning in different contexts (to be avoided).

- **Collectively exhaustive categories.** Every term must belong to a category, and a category must exist for every term.

- **No miscellaneous category.** Avoid having a miscellaneous category for terms that do not fit all other categories. Use of this type of category promotes casualness in assigning terms to categories that will result in deterioration of the classification quality and usefulness.

Much of the success of the glossary and its usability depends on the structure of the category hierarchy that the team creates to contain the vocabulary. The hierarchy must reflect a world vision that is acceptable and agreeable by a majority of the users. Failure to meet this basic requirement frustrates and discourages users from using the glossary. The structure of the taxonomy provides a navigation path for search. It also provides a context in which the definition of a term is extended beyond the text that is in the definition field.

The creation of a taxonomy must not be done haphazardly, but through a careful process of planning, review, and validation. The users community must be able to review and validate the proposed structure and to assess its usability.
6.3.2 The taxonomy development process

Developing a taxonomy requires defining a scope and making development and design decisions.

Defining the scope
The scope is determined by the business glossary governance body for setting priorities and an approach to creating the business glossary.

Designing the taxonomy
Develop a business glossary that is scalable and flexible. You do not need to start with a well-established data dictionary to build a business glossary. If you have some categories and terms, you can build a simple glossary. Later, you can develop and expand the glossary contents. Start at a high level, such as the domain level, and then descend to lower-level details.

Important: Business people must participate in the process by expressing their view of the organization and their knowledge of it.

The initial design is done by the team based on preconceived notions of what a taxonomy should be. The team might follow an operational model, a data model, or a process model to create the initial breakdown of the domain that they decide to work on.

Consider using the following recommended approach:

1. Identify a small number (4–6) of major categories (subject areas). Starting with one subcategory, attempt to define subcategories that can further break down the subdomain into smaller chunks.

2. For each category (major and subcategory), develop a rule or description for the content of the category and the terms that will go, or not go, into this category.

3. For each category, identify a subject matter expert (SME) to be the steward. The steward reviews and approves the structure and descriptions or proposes changes as required.

You can perform the initial work on a whiteboard, cards, a spreadsheet, or any other manner that supports a collaborative thought process.

After the initial design is complete, the taxonomy is presented and validated by business users. Validation involves reviewing the categories and their descriptions. Elicit critiques and suggestions for changes. Suggestions for a new
category must be accompanied by proper changes or additions to the descriptions of the affected categories.

**Using external third-party taxonomies**

Third-party taxonomies are available for almost every domain of knowledge or field of human endeavor. Use of an external third-party taxonomy can have considerable advantages. Most are exhaustive and include thousands of terms with definitions that are constructed by professionals in the field.

However, use of a third-party taxonomy can have drawbacks:

- It might be too detailed for the current application.
- Many terms might be foreign to the users in the company.
- Some terms might have a different use in the company than what is indicated by the definition in the external taxonomy.
- Terms might be organized in a taxonomy that does not reflect the organization or processes of the company.

External taxonomies can be a good source for terms to start your own, but it comes with a cost. In addition to the cost of acquiring the taxonomy is the cost of adjusting and customizing it to your own needs.

### 6.3.3 Controlled vocabulary

The business glossary provides a flexible platform to capture information about different concepts and objects. You can build hierarchies of objects and capture their definition and usage as you find necessary. However, the primary purpose of the tool is to capture a vocabulary of terms. These terms help users to locate and retrieve information about data assets they are interested in. To support this ability and avoid ambiguities and misinterpretation, you must implement a level of control on the vocabulary creation process, hence a *controlled vocabulary*.

A controlled vocabulary is defined by the US Geological Survey as “A consistent collection of terms chosen for specific purposes with explicitly stated, logical constraints on their intended meanings and relationships.”

Other definitions of controlled vocabulary emphasize the control element of creating a business vocabulary. The business terms must be predefined and agreed upon by the designers and stakeholders.

The emphasis in these definitions is consistency, design, and authorization. An introduction of terms into the vocabulary and classifying them into categories

---

must be defined through a disciplined framework that includes organization, process and procedure, standards, and guidelines.

Failure to implement vocabulary using this approach can have the following results:

- Multiple terms or their variants are used to represent a single concept.
- Technical assets are inconsistently mapped to business terms.
- Not knowing which term to use to uncover sought after information is a significant barrier to discovering assets.
- Some data and knowledge assets might never be reached through search or browsing, rendering them obsolete.
- Lost knowledge means lost productivity, which can also mean lost opportunity.

These pitfalls can jeopardize the adoption of the glossary and ultimately lead to diminished success of the metadata initiative.

### 6.3.4 Term specification process and guidelines

Developing terms includes selecting and defining the terms, defining the scope and definition of the terms, and eliminating any ambiguity.

**Selecting and defining the terms**

You must address the following issues when approaching a vocabulary construction task:

- Define the domain to which the vocabulary will be applied.
- Identify the source and authority of term: industry common terms, organizational formal terms, or common use terms.
- Specify the granularity of the term.
- Discover relationships with other related vocabularies.

**Defining the scope and definition of the terms**

The scope of terms is restricted to selected meanings within the domain of the vocabulary:

- Each term must be formulated so that it conveys the intended scope to any user of the vocabulary.
- Avoid as much as possible terms whose meanings overlap in general usage and homographs (words with identical spellings but different meanings) in the selection of terms.
- The use of homographs as terms in a vocabulary sometimes requires clarification of their meaning through a qualifier.
Eliminating ambiguity
Ambiguity occurs when a term has more than one meaning (a homograph or polysemy). Control vocabulary must compensate for confusion that might be caused by ambiguity. A term must have only one meaning in context.

If you need to maintain multiple meanings, add a qualifier as shown in the following examples:

- **Example 1**
  - Account
  - Customer Account
  - General Ledger Account

- **Example 2:**
  - Exchange Rate
  - Buy Exchange Rate
  - Sell Exchange Rate

Qualifiers must be standardized within a given vocabulary to the extent that is possible.

Principles for term expression
Each term in the vocabulary must represent a single concept or a unit of thought:

- The grammatical form of a term must be a noun or noun phrase.
- A concept might be represented by a single noun or by a multinoun phrase.
- Each term must be formulated in such a way that it conveys the intended scope to any user of the vocabulary.

Guidelines for term definitions
To guarantee uniformity and avoid ambiguity, adopt the following additional guidelines for term definitions:

- They must be stated in the singular.
- They must state what a concept *is* and not what it is not.
- They must be stated in a descriptive phrase.
- They must contain only commonly understood abbreviations.
- They must be expressed without embedding definitions of other underlying concepts.
6.3.5 Using external glossary sources

Often, the glossary team and management resort to the use of a logical data model as the source of a vocabulary to populate the business glossary. This approach is acceptable because the data modeler and analysts have already searched the domain. They have identified many terms and concepts that are needed to capture information in the underlying business domain. With data modeling tools, users can capture logical names and descriptions that can then be used to populate the glossary. Tables and columns are translated to categories and terms in the business glossary.

Using data model as a source for populating the business glossary capitalizes on the knowledge and experience of SMEs, data analysts, and data modelers. These people have studied the domain and identified the elements that are required to represent the domain objects, operations, and processes.

With all these advantages, keep in mind the drawbacks of using a data model-based taxonomy as the business glossary:

- Column labels and definitions created in a data modeling tool might not conform to the standards and guidelines established for the business glossary terms.

- The terms in the model might be too low level, and high-level terms are omitted. Technical people need to deal with the finest point of every object in a domain and capture it in databases. This way they can perform the various operations prescribed to the systems that they built. Business people have a broader view without explicitly addressing the finest details of every concept. The data model usually reflects the IT view and granularity. It might not have concepts that reflect the business view.

- The organization of terms into categories as derived from the table structure in the model might not reflect the business view of the domain.

- Data models contain repetition of columns that are used as foreign keys to enable the joins of tables and navigation of the database. This process translates into multiple identical instances of terms in different categories.

The import of any terms from an external source must be made available to the vocabulary team to review, assess, make corrections, and complete them before they are released for general consumption.

When imported with the workflow flag turned on, external vocabularies have a draft status. In this status, the vocabulary operations team has the opportunity to review, assess, edit, complete, approve, and publish the new categories. The team must also perform these tasks in accordance with the standards, policies, and procedures established for these matters.
6.3.6 The vocabulary authoring process

Chapter 1, “Information governance and metadata management” on page 3, addressed the organization, process, and policies that must be established and deployed to enable and support the creation and maintenance of the vocabulary. Term creation and approval can be as rigorous or as relaxed as the organizational culture and needs dictate.

Certain organizational environments have strict policies and rules about such matters. They often require levels of review and approvals. Others might place the burden on a single SME or author to pick up a term, define it, and publish it.

The process flow illustrated in Figure 6-1 leans toward the more rigorous approach with clear roles and responsibilities and the inclusion of external evaluators.

![Figure 6-1 Process for adding a term](image)

With an emphasis on control and the identification of roles and responsibilities within the vocabulary operations team, the process is tight, ensuring full accountability of the content.
6.4 Deploying a business glossary

The deployment of a business glossary can be a lengthy and arduous job that requires commitment and persistence by business and IT stakeholders. For a business glossary to expand and mature, and to allow the organization to realize the potential benefits early in the process, deploy the business glossary in the following phases. Each additional phase delivers more depth of knowledge and understanding than the previous phase and broader scope. In large organizations, a gradual approach entails prioritizing business domains to be incorporated in the glossary and the metadata repository. The expansion is done vertically by increasing the depth of knowledge through added relationships and documentation. It is done horizontally by adding business domains to the glossary and repository.

- Phase 1: Create a common vocabulary, definition, and shared concepts for a selected business subdomain.

  This phase has the following business benefits:
  - Improved communication between teams.
  - Helps to identify opportunities for common processes and capabilities by clarifying and correlating the details of local terminology across the organization.

- Phase 2: Use the glossary and assigned information assets to promote project efficiency.

  This phase has the business benefit of better documentation of tasks and processes.

- Phase 3: Promote comprehensive use of end-to-end understanding of information flow and processing for key systems.

  This process repeats itself iteratively, expanding the circle of users by capturing the process and content of new areas of operations and expanding the opportunities for collaboration and sharing. This process is like a wave ripple phenomena: With a growing circle of users and utility, it enables a growing depth and integration of assets, processes, and resources.

6.4.1 InfoSphere Business Glossary environment

InfoSphere Information Server 8.7 offers a new InfoSphere Business Glossary environment that combines a glossary user view with author and administrator views in a single console.

Workflow management, which is a new feature to this release, separates published and development glossary. It enables enforcement of control over the authoring and approval process of a term. Turning on the workflow feature (a recommended
practice) results in the creation of a development environment for the glossary team. You can introduce new terms or update existing terms without interfering with the published glossary (available to all users to browse and search).

**The Development Glossary tab**

The Development Glossary tab (Figure 6-2) provides a view into the development environment with the authoring and publishing functions.

![Development Glossary tab](image)

**Figure 6-2  Development Glossary tab**

In the Development Glossary tab, you can search, browse, and create new terms. You can also create, review, and approve terms. This tab is available to users with the **Author** or **Administrator** role. The browse section of the menu provides access to the published glossary and all other assets. A term or a category that was previously published can be returned to the editing desk for an update, if needed, without interfering with the published glossary and its users.

**The Published Glossary tab**

On the Publish Glossary tab (Figure 6-3 on page 144), users can view and search for the published terms and categories. A new glossary user type is added, **Basic User**. This type is unlike the original **User** role, where users can see terms and everything related or assigned to them, including data lineage. Basic User can only view and search the terms and their attributes that are published.
The published glossary menu (Figure 6-4) provides a means to search and browse the glossary and the metadata repository as a whole. A search can be done on any asset or combination of assets and can be applied on any attributes of the selected assets. You can search by the type of assets, such as terms, categories, and business intelligence (BI) reports. You can also search by the properties of these assets, such as Name, Short Description, and Long Description.

Browsing works in a different way than searching. You can open and browse an alphabetical list of terms or perform a quick filter to narrow the list to terms.
starting with a character or string that you provide. You can also open an alphabetical list of categories with similar browsing and filtering capabilities. Users might not know what they are looking for or want to explore the structure of the glossary. These users can open the category tree (Figure 6-5) and view the entire glossary. By using the category tree structure, users can drill down to a particular category and explore its content.

![Figure 6-5 InfoSphere Business Glossary category tree](image)

Another way to explore or browse a published glossary is to use labels that are assigned to particular terms. Alternatively, you can browse the terms by the stewards who are in charge of the terms.

**The Administration tab**

The Administration tab (Figure 6-6 on page 146) offers a menu of administrative tasks such as configuration, workflow control, import, and export.

An administrator can assign permissions to users that have Author access to edit or publish terms managed by the workflow process. Permissions are granted to individuals to work on terms in a particular category or subcategory. This way, the user can departmentalize work and limit the view that authors have only to terms in the categories for which they have permission.

Similarly, an administrator can set permission for users or user groups to view, browse, and search the published glossary, limiting their access only to certain categories.
6.5 Managing the term authoring process with a workflow

The workflow management feature in InfoSphere Business Glossary supports a term creation and defining process with the assignment of roles and responsibilities. When the workflow feature is turned on for every new term, whether entered manually or imported from external sources using comma-separated value (CSV) or Extensible Markup Language (XML) files, it is called a Draft term. Draft terms are displayed on the Development tab. They must go through an approval and publishing process before they are available for consumption by general users.
Workflow is turned on by an administrator from the Workflow window (Figure 6-7).

![Workflow setup window](image)

An administrator can assign users with the Author role to the Editor or Publisher role. When workflow is enabled, users with the Editor role can change glossary content, and users with the Publisher role can approve and publish glossary content.

**Publishing a glossary:** Publishing a glossary can be done only after all terms and categories that are the responsibility of a particular publisher are approved for publishing.

The right to publish must be granted internally to a *super publisher*, which is a user with authority over the entire section that can coordinate the completion of work on open terms and categories.
The process flow in Figure 6-8 indicates a simplified, less rigorous, term authoring process. It is fully supported by the workflow functionality and involves individuals with InfoSphere Business Glossary access.

Figure 6-8 Process for creating and defining a term

To create and define a term, follow these steps:

1. Create and define.
   An editor picks up a term from the terms listed in the Draft folder. The editor opens the term in edit mode by clicking the **Edit** button and makes all the necessary changes and additions. The editor completes this task and submits the edited term for approval by clicking the **Send for Approval** button. The term moves from the Draft folder to the Pending Approval folder.

2. Review and assess.
   A publisher picks up the term in the Pending Approval folder. The publisher opens a term and reviews the entry to determine that it is correct and conforms to the standards and guidelines.

3. Approve for publishing.
   If all aspects of the term definition meet the norms and standards of the organization, the publisher approves the term by clicking the **Approve** button.
At that time, the term is moved to the Approved folder. The publisher can decide that the definitions are not correct, not complete, or unsatisfactory for some other reason, denying the approval. Then the publisher can send the term back to the editor by clicking the **Reject** button and can add comments explaining the reasons for the rejections or recommendations for resubmittal.

4. **Complete definition or discard.**

Rejected terms show up again in the Draft folder. The editor opens the term and reads the comments from the publisher. The editor completes the required attributes or change definitions suggested by the publisher and resends the term for approval with or without notes to the publisher. Alternatively, the editor can delete the term based on the recommendation of the publisher.

5. **Publish.**

Approved terms waiting for publishing are in the Approved folder. Publishing is done by navigating to the Publish window and clicking the **Publish** button, in which case terms in the Approved folder are published. A publisher can only publish the terms and categories that are approved.

In Figure 6-8 on page 148, we designate the publisher role to an administrator, who is a super user and has publish authority, to illustrate that this function must be coordinated and synchronized possibly with a new version.

### 6.5.1 Loading and populating the glossary

InfoSphere Business Glossary can be populated from various sources. In regard to the use case where Bank A acquires Bank B, a new combined glossary must be adjusted to accommodate business and IT workers in both banks.

Bank B, the acquired bank, has different processes and procedures to perform bank tasks than Bank A. Bank B also uses different set of terminology and vocabulary to communicate colloquially about their business. Bank B employees must acquire the vocabulary of Bank A and be able communicate and with their colleagues about the business they share. Both terminologies must be joined, consolidated, and reconciled so that employees of both banks can communicate with as few misunderstandings as possible.

To load and populate a glossary, the following tasks might be required:

1. **Load or enter the new bank vocabulary.**
   a. Perform a manual data entry, or import the data from an external source.
   b. Adjust the definition to conform to the bank conventions and standards.

2. **Adjust the taxonomy to accommodate the new terminology.**
3. Establish new-to-old terminology relationships.
4. Link new terms to assets.

6.5.2 Creating and editing a term

In terms of the use case, the business glossary team wants to add categories and terms from Bank B to the glossary manually. In this case, an author with the Editor role needs to create a term in the glossary from the Development Glossary tab. Initial creation of a term requires minimal information. As shown in the Create New Term window (Figure 6-9), you must include the name of the term, a short description, and a parent category.

![Create New Term window](image)

*Figure 6-9  Create New Term window*
After you save the initial term definition, the term shows up in the Draft folder, as shown in Figure 6-10. In this folder, a person designated as an editor can open the term for further editing.

Figure 6-10  Draft folder

Opening a term for editing provides access to all of the term attributes. The editor can go to any of the panes to add information or establish relationships to other terms and assets.
In the Header pane (Figure 6-11), you have access to the basic set of attributes including short and long descriptions, parent category, referencing terms, labels, stewards, and status.

Figure 6-11  Header pane of the term edit window
The General pane (Figure 6-12) contains most of the remaining attributes including abbreviations, examples, usage, and custom attributes. It also contains audit information such as when the term was created and last modified and by whom.

These attributes can be useful for newcomers such as Bank B employees who are now bound to use the process, procedures, and codes of Bank A. Examples of the codes to be used and an explanation of how they can be used provide a confidence and productivity boost to new users.

![Figure 6-12  General pane of the Term edit window](image)

### 6.5.3 Adding term relations and assigning assets

By using additional panes, you can specify synonyms, associate a term with other terms, or assign assets (Figure 6-13 on page 154). Synonyms are helpful to bridge between two vocabularies. For some time, Bank B employees will continue to use the old vocabulary. Linking old (Bank B) terms to equivalent new (Bank A) terms with all related information in them makes the transition to the new vocabulary much easier. Another option is to introduce the old terms in Bank B as deprecated terms replaced by the new terms from Bank A.

Associating terms and assigning assets are essential to building a body of knowledge as compared to a mere glossary of terms. Establishing relationships among terms and with assets enriches the understanding of the terms and provides a broader context to the terms. In general, a category provides context
to the terms it contains. It groups terms that belong together and that overall represent the same bigger concept. Related and associated terms go outside of the category to expand the context and provide access to additional information.

For example, in Figure 6-13, Account Title is grouped with other terms that describe an account. An account has a number, a title, a balance, and so on. However, if you want to learn more about the term Account Title, other categories might contain terms that are related to the Generally Accepted Accounting Principles (GAAP) standards that places terms in context of regulation and reporting principles. These terms might reside in a separate category of standards or regulations, different from the one that contains terms about accounts managed by the company.

By using the glossary, you can express and track the evolution of terms. Over time, new terms go into usage, replacing existing terms that are deprecated. If you are still using the old, deprecated term, the Replace By field indicates the new term to use and the information associated with it.

Assigned terms is another type of association that you can use to help expand knowledge while maintaining the consistency and integrity of the glossary. For
example, report headers are created by the report developer or designer, and they are intended to reflect what is in the report column or cell. Reports are often a starting point for a glossary search that a user initiates. However, these headers do not necessarily comply with the term naming standards. A report header can still be placed in the glossary as a term, in a category dedicated for that term. Yet, it can be assigned to the real term that represents the concept and is properly formed and defined. This way, you maintain consistency and compliance in the glossary with the ability to accommodate nonstandard expressions.

Asset assignment is done in a similar fashion. You select the type of asset you want to assign from a list of assets. Then you provide a letter or a character string to search for the asset by name. A list of assets with matching names is displayed, as shown in Figure 6-14.

![Figure 6-14 Asset assignment](image)

When you select an asset from the list, it is added to the term assigned assets. Multiple assets of different types can be assigned to a term.
Assigned assets provide links to different data assets: database columns, file fields, BI reports, or anything else that might realize the concept. By assigning assets to a term, users can more easily explore and answer questions such as the following examples:

- What is the asset that realizes the concept?
- What is the source of the information?
- When was the last time it was updated?
- In what other reports does this value also appear?

### 6.5.4 Reference by category

Every term must have a parent category, and every term must have only one parent category. If the same term appears in more than one category, it must have different meanings in the context of the different categories.

Having the same term with the same meaning in two separate categories violates the consistency directive. Each instance of the term might have slightly different content or be assigned to different assets, potentially providing users with conflicting answers to a query or a search.

Occasionally, you might want or need to have the same term in various separate categories. You can achieve this goal by establishing a reference link from any category to the term instance in its parent category. This relationship is called **Reference by Category.** The term has a single instance that is maintained in one place only, while showing up in various separate categories as *referenced term.* Checking the term from anywhere shows the same content and relationships.

The term with a referencing category is displayed in the header pane of the referencing category, as shown in Figure 6-15.

![Account Number - Term Details](image)

**Figure 6-15  Term with a referencing category**
At the same time, the referencing category (Customer Life Time Analysis in this case), in its list of terms, shows referenced terms with an indication of the parent category. As shown in Figure 6-16, Account Number is displayed with its parent category General Business Terms.

Figure 6-16  Category with a referenced term

With this feature, the glossary designer has the flexibility to express different points of view. Often, constituencies in an organization have different and competing points of view. All of them want to see terms organized, grouped, or structured to accommodate their view. Whether it is business versus technical or operations versus accounting, using the reference by category feature can help maintain the integrity and consistency of the glossary while accommodating multiple communities.

This feature can further help bridge two glossaries with two different structures. Consider that Bank B has the same set of terms but they are organized in a different category hierarchy. Bank B employees can be accommodated with a hierarchy structure they are used to by taking advantage of this feature. By using Reference by Category, each bank employee can access and browse terms in the structure they are used to. Yet the InfoSphere Business Glossary administrator maintains only one instance of the terms.
6.5.5 Custom attributes

By using custom attributes, you can expand the content of a term definition with additional classifiers, relationships, or any other content that you want to associate with a term or category. They are defined on the Administration tab (Figure 6-17) and are available for all terms or categories in the glossary.

Custom attributes are enterprise wide. When created in the Administration console, they show up on the edit panels of all terms and categories as being designated by the glossary designers.
Custom attributes are applied to business terms, and others are applied to categories. When opening an edit panel for a term, in the General Information panel of the term, you see custom attributes in the list. Each custom attribute is displayed with an appropriate edit field. Custom attributes can accept two types of data: enumerated lists or text fields. For an enumerated list, you provide the list of values, which can be short, such as yes or no, or long, such as state codes or other code lists that might apply (Figure 6-18).

Figure 6-18  Term custom attributes in edit mode
However, when you open a published term for viewing, you see only the custom attributes that were populated for the term. In Figure 6-19, the attributes IsSearchable, KPI, and Privacy shown in the General Information pane are custom attributes, and they are the only ones that are shown.

![Figure 6-19 Term view with custom attributes](image)

### 6.5.6 Labels

Labels are another way to help the organization use InfoSphere Business Glossary. Labels are used to create new context to terms and other IT assets. Whether you have a marketing campaign, a project, or a cross-domain initiative, you can create labels to group and sort terms and assets to provide easy access to users in the particular domain.
Labels are created by an administrator from the **Administration** tab. When you create a label and provide a description, you are ready to start tagging terms and other assets with the label.

Assigning a label to a term is done by a user with the Author credential from the header pane of the term editing window. You can tag a term with more than one label, as shown in Figure 6-20. In this example, Actual Referral Value is tagged for two lists, CC Marketing and Sales.

![Figure 6-20 Term tagging with labels](image)

### 6.5.7 Stewardship

Data stewards are assigned to terms and categories. They are not necessarily SMEs or term authors but rather someone who knows about the object and the business. The name and contact information of the data steward is available with the term information. If users have further questions about the term, its definition, usage, or any other issue, they contact the data steward first. In a way, data stewards own the objects to which they are assigned. They are familiar with the content of the assets assigned to them and how and where they are used.
Stewards are assigned by the administrator from among users with InfoSphere Business Glossary credentials. Stewards are normally granted author credentials to allow them access to terms in the development environment.

### 6.5.8 URL links

InfoSphere Business Glossary supports live URL links in any of the text fields. These links can be used to further extend the reach of the glossary to additional external resources. You can click the URL to access reference data stored on internal or external locations, documents, policies, operational manuals, and more related to the subject conveyed by the term.

Whether locating a branch address, a ZIP code, or a formula behind the calculation, even links outside of the system are accessible to the InfoSphere Business Glossary users. Figure 6-21 shows a link to a URL that has a conversion engine.

[Figure 6-21 Term attributes with a URL in the Formula field]

```
Figure 6-21  Term attributes with a URL in the Formula field
```
The link leads to a public page (Figure 6-22) that provides currency conversion calculations between major currencies.

![Currency Converter service page](image)

Figure 6-22  Currency Converter service page

### 6.5.9 Import glossary

Bank B might already have a vocabulary in some form used across the bank. It might be in a tool for vocabulary management or in a form of a document or a spreadsheet that people maintain on their desk for reference. In this case, several options are possible for importing vocabulary from the external sources.

You can use CSV and XML file formats to create a vocabulary externally and import them into InfoSphere Business Glossary. The import is done from the Administration tab. You click the Import task in the menu, and then the Import window (Figure 6-23) opens showing the available options.

![InfoSphere Business Glossary Import window](image)

Figure 6-23  InfoSphere Business Glossary Import window
For both file formats, you are provided with templates and examples that you can build on to create your vocabulary import file. The XML format also offers options on how to consolidate new and old terms.

After the import is completed, the system reports on the results of the import, including the number of categories and terms added to the glossary as shown in Figure 6-24. All terms are imported into the Draft folder.

![Figure 6-24  Glossary import summary](image)

After the new categories and terms are imported and are displayed in the Draft folder, they are available for editing. Editors can use the options mentioned earlier to fully define the new items and to consolidate and the reconcile glossary elements of the two banks.

### 6.6 Searching and exploring with InfoSphere Business Glossary

The published glossary menu provides the means to search and browse the glossary and all other assets in the metadata repository. The search can be done on any type of asset or combination of assets and can be applied on any of the attributes of the selected assets.
As shown in Figure 6-25, the search command can search for terms, categories, and BI reports that have the string ‘Account’ in the attributes, name, short description, or long description of the assets.

![Figure 6-25 Search window](image)

A term is the entry point for searches into the metadata repository. Opening a term for viewing from the browser or InfoSphere Business Glossary Anywhere shows the full content of the term, including the definition, examples, relationships, and assignment. Now you can explore any available thread from any related term or assigned asset.

In most cases, the casual user is satisfied with the information provided in the glossary attribute fields. The more advanced user digs deeper into the information associated with a term. Other than the static information of an asset such as name, description, status, and owner or steward, the advanced user is interested in knowing where it fits into the bigger scheme. For example, the advanced user wants to where it is positioned in a data flow, where the data comes from, and where the data goes. Data lineage to and from an assigned asset can provide answers to these questions and more.
Figure 6-26 shows the entire flow from the source on the left side to the BI reports on the right side.
Each box in the lineage represents an asset of a certain type. You can view additional details of assets (Figure 6-27) by clicking the Information icon ( ) in the upper right corner of each box.

In Figure 6-27, the term Bank Account Number is assigned to the WHS_PRODUCT asset. It is the core information of the data lineage report that is generated to display the complete data flow, all of the assets involved before and after this point. Full details are provided in the window in the pane on the right. You can trace how the value of PRODUCT was created, where it originated, and where it is used. If operational metadata is available for the jobs, you can tell when it was last updated. You can also tell if any issues existed with the jobs that might raise questions about the reliability of the data, such as rejected records or job failure.

Other users, business analysts, developers, and other IT professionals might use the glossary as the entry point to expand their knowledge of data assets and their usage. A data analyst is given business requirements using business terms.
The analyst searches for a term to find its meaning, how it is used, and where it is used. The analyst can also explore the category to find what other terms populate the same category to gain a better understanding of the business domain. The analyst can explore neighboring categories to understand, from a broader perspective, possible relationships to other operational domains.

Throughout the organization, this information enhances understanding and improves communication about the creation, processing, and use of data.

### 6.7 Multiple ways of accessing InfoSphere Business Glossary

The business glossary must be the most accessible aspect of the metadata vocabulary. Your organization wants to take advantage of the full benefits of the information and knowledge stored in the repository and to improve the overall productivity in all business processes. To realize these objectives, your organization must be open to a large community of users, that is to everyone in an organization that wants to have access to the repository.

Various access methods are available to InfoSphere Business Glossary for searching and viewing. For example, with InfoSphere Business Glossary Anywhere, users can search and browse the glossary and other assets within a web browser. By using Representational State Transfer (REST) application programming interface (API), you can integrate the search and view capabilities of InfoSphere Business Glossary from other applications.

#### 6.7.1 InfoSphere Business Glossary Anywhere

InfoSphere Business Glossary Anywhere, a small desktop client, provides viewing and searching access to InfoSphere Business Glossary from anywhere. For example, you might be reading a report, an email, or a spreadsheet and need an explanation or a definition of a term. In this case, you highlight the term or phrase and press Ctrl+Shift to start the InfoSphere Business Glossary Anywhere client, which instantly provides a result.

For example, you can highlight the term **Consumer** and then press Ctrl+Shift. The InfoSphere Business Glossary Anywhere window then opens, showing a list of terms with “Customer” in them (Figure 6-28 on page 169). With InfoSphere Business Glossary Anywhere, you can set the server, user preference, and the key combinations to start the product for words or phrases.
Figure 6-28  InfoSphere Business Glossary Anywhere window

Selecting a term opens the full range of attributes. You can navigate to the full browser and, from there, to any other asset associated with the term.

6.7.2 REST API

By using InfoSphere Business Glossary, you can create, manage, and share the vocabulary in your own web-based applications. The product exposes rich functionality through an API that uses a REST-based service.

REST is a standard web services protocol for reading and writing to a web server. It provides read/write access to the business glossary with proper authentication for accessing the business glossary content. The glossary content can be easily integrated into your custom web application and services to provide instant access to terms and their attributes. The content can be integrated in your corporate home page or any other application, as shown in Figure 6-29 on page 170.
6.7.3 Eclipse plug-in

InfoSphere Business Glossary Client for Eclipse is available to enable integration of business glossary terms in the data modeling and software design processes. By using the InfoSphere Business Glossary Client for Eclipse, you can view terms that are used within your enterprise and view details about them from within your Eclipse-based application.

For example, with InfoSphere Business Glossary Client for Eclipse, you can view glossary content while you develop software models of business processes with IBM Rational Software Architect products. Similarly, you can view glossary content while you work with logical data models and physical data models in IBM InfoSphere Data Architect. You can view glossary content while you work with physical data models in IBM InfoSphere Information Server metadata repository. You can easily choose the correct terms from the glossary to associate with logical and physical data model elements.

InfoSphere Business Glossary Client for Eclipse consists of these Eclipse features: core, Unified Model Language (UML) Profile, UML Integration, and data modeling integration.
Core features of InfoSphere Business Glossary
You can view a navigation tree of the terms and categories in the glossary from the Glossary Explorer view. You can perform text searches for terms and categories and view more in-depth information about them in the Properties view.

InfoSphere Business Glossary includes the following core features:

- Enables an in-context view of business vocabulary from any Eclipse client
- Enables read-only access to the full, updated content of InfoSphere Business Glossary
- Provides an updated view of InfoSphere Business Glossary content from within Eclipse
- Supports an offline workspace

InfoSphere Business Glossary UML Profile
The InfoSphere Business Glossary UML Profile feature provides the InfoSphere Business Glossary profile. The InfoSphere Business Glossary profile is applied to a UML model element when you assign a term to the element by using this feature. The InfoSphere Business Glossary profile includes a stereotype, «glossaryAssigned», that stores information about the assigned terms.

You can view the terms that have been associated with particular UML model elements. In addition, you can remove assigned terms from model elements, even if you have not installed the UML Integration feature.

The UML Profile feature has the following characteristics:

- Is based on InfoSphere Business Glossary Standard Eclipse
- Supports the dragging of terms to an empty canvas for the creation of new classes and attributes based on InfoSphere Business Glossary terms
- Supports the dragging of terms to existing classes and attributes for creation of local assigned relationships
- Storage of local assigned relationships in the UML model

The relationships are available with that model when the same model is opened from any InfoSphere Business Glossary-enabled client. Local assignments are not stored in the Information Server.

- In IBM Rational Software Architect, notification by the validation mechanism of inherent models when changes occur in the InfoSphere Business Glossary content that affect assigned model elements
InfoSphere Business Glossary UML integration

You can associate glossary terms with UML model elements by using the drag-and-drop interface features. You can name model elements after terms, assign terms to model elements, and include term descriptions in the model element. When you assign terms to model elements, you apply the InfoSphere Business Glossary profile to the model elements.

If you have installed the InfoSphere Business Glossary Client for Eclipse UML Integration feature, you can incorporate business glossary terms into UML model elements in the following ways:

- Use a term name as the name of a UML model element.
- Assign terms to model elements. This assignment applies the «glossaryAssigned» stereotype to the model element. This stereotype is part of the InfoSphere Business Glossary profile and has the property Assigned Terms. The repository identifier (RID), name, and context of the assigned terms are stored in the Assigned Terms property.
- Use the term description in the documentation of the UML model element.

InfoSphere Business Glossary data model integration

You can assign terms to logical and physical data model elements and export these term assignments to the business glossary. You can also import term assignments that exist in the metadata repository to your physical and logical data model.

You can integrate the business glossary with InfoSphere Data Architect. You can also navigate the InfoSphere Business Glossary tree in InfoSphere Data Architect.

The Data Model Integration feature has the following characteristics:

- Is based on InfoSphere Business Glossary Standard Eclipse
- Supports the dragging of terms to an empty canvas for the creation of new entities, attributes, tables, and columns based on InfoSphere Business Glossary terms
- Supports the dragging of terms to existing entities, attributes, tables, and columns for the creation of assigned relationships.
- Interchange of assigned relationships between the InfoSphere Data Architect canvas and the physical schemas in the Information Server
  - Upload assignments from InfoSphere Data Architect to InfoSphere Information Server.
  - Copy assignments of the Information Server to the InfoSphere Data Architect canvas.
Assigns terms to model elements
The RID, name, and context of the assigned terms are stored as hidden annotations of model elements.

Uses the term description in the documentation of the model element
You import existing term assignments from the metadata repository to your local model.

Exports term assignments from your local model to the metadata repository

6.8 Conclusion

In conclusion, this chapter explained how to use InfoSphere Business Glossary to define a business-centric glossary. A business glossary serves as the centerpiece for metadata management. This chapter illustrated how to search and explore the business glossary for business needs and introduces many options that are available to implement the business glossary.

Chapter 7, “Source documentation” on page 175, addresses the initial tasks that support a data integration project. These tasks include identifying, understanding, and documenting all source data that is required for the data integration project and for metadata management. Subsequent processes, addressed in other chapters, assess data quality, apply data rules, cleanse, and transform the data into the required data warehouse and data marts.
Source documentation

This chapter addresses documenting source data that is used in an information integration project for metadata management. Here, the term *documenting* refers to identifying, documenting, and loading the source data systems and applications into the metadata repository for IBM InfoSphere Information Server. IBM InfoSphere Metadata Asset Manager and IBM InfoSphere Metadata Workbench are used for this process. In addition, this chapter describes the intermediate data storage systems that support an integration project.

This chapter includes the following sections:

- Process overview
- Introduction to InfoSphere Metadata Asset Manager
- Application systems
- Sequential files
- Staging database
- Data extraction
- Conclusion

To gain a deeper understanding of source data, such as relationships among data, see Chapter 8, “Data relationship discovery” on page 209.
7.1 Process overview

To manage metadata to fully support data quality and regulatory requirements in any information integrated solution, you must document the source data systems and applications where information is created and generated. The documentation of these systems allows for the application of enterprise definitions, in the form of glossary terms. It also allows for the inclusion of these systems in data lineage and analysis, representing the origin of information for business intelligence (BI) reports and data storage tables.

Source information is created or generated at the point of origin, for example, at the point of a transaction, production, or sale. Furthermore, a single customer might generate multiple transactions, and each transaction includes a referenced point of production.

Metadata management requires the identification of all source systems, specifically understanding the information that is represented and how data is structured and referenced in those systems. After the data is identified, the data is often loaded into an intermediate data source that supports multiple and separate data sources. The intermediate data storage center typically offers a well-defined and normalized data structure and, therefore, might differ from the original source system. You can use data quality rules, privacy regulations, or quality assessment tasks to ensure the validity and deduplication of information. Additionally, the intermediate data storage center provides the continued development requirement for data warehousing and reporting.

7.2 Introduction to InfoSphere Metadata Asset Manager

IBM InfoSphere Metadata Asset Manager (Figure 7-2 on page 178) loads and manages information assets (in this case, metadata of the source data systems) that are used in an integrated solution. You can import assets into a staging area before you share them with the metadata repository. In the metadata repository, you can browse and search for common metadata assets, set implementation relationships between them, and merge duplicates.

When you share imports to the InfoSphere Information Server metadata repository, you can use the imported assets to analyze the assets, use them in jobs, assign them to terms, or designate stewards for the assets. Until you share the import, the assets are not visible in the metadata repository and cannot be used other InfoSphere Information Server product modules and components.

Information assets include relational database management systems (RDBMS) and model, file, and BI systems.
You install InfoSphere Metadata Asset Manager as part of the InfoSphere Information Server and access it using a web browser at the following default URL:

http://servername:9080/ibm/imam/console

The import process includes defining a connection to the source asset, filtering the asset content, previewing the loaded metadata, and publishing to the repository. InfoSphere Metadata Asset Manager plays an important role in satisfying development, data quality, and business requirements.

7.3 Application systems

The objective in the source documentation process is to document and include metadata from all disparate source data systems that are used in an integration project. These sources might come from conventional data models, databases, or data files. They can be directly loaded, by using InfoSphere Metadata Asset Manager, into the shared metadata repository. Sometimes these sources represent user applications, transactional systems, or existing data storage centers. These external systems can be represented in a generic format in the metadata repository.

InfoSphere Metadata Workbench allows for the import, management, and mapping of these external sources, which are referenced as extended data.
sources. The purpose of documenting these external data sources is to enable the generation of lineage reports and impact analysis that include the originating extended source data.

Additionally, InfoSphere Metadata Workbench can extend business definitions and the requirements of these assets from IBM InfoSphere Business Glossary. This way, business and IT users have a complete association from the business term to information assets.

InfoSphere Metadata Workbench fully creates and manages the extended data sources from within. InfoSphere Metadata Workbench supports three asset types, which might represent the varied sources to be documented and represented. In the bank scenario for this book, we load an extended data source of the application type, which is the application source of Bank A and Bank B (Figure 7-2).

Figure 7-2  Application source for Bank A and Bank B in a data flow

Figure 7-3 shows the sample customer terminal application of Bank A with two tables, Account and Customer.

Figure 7-3  Bank A sample customer terminal application
7.3.1 Extended data source types

You can create and manage the following extended data source types in InfoSphere Metadata Workbench:

- Application assets
- Stored procedure definition assets
- File asset

Application assets
Application assets might represent web services, source applications, or point-of-sale transactional systems. Applications include the following hierarchy of information:

**Application**
Alternate data structures, such as web services, programs, or scripts that contain information or perform specific actions. Applications contain object types.

**Object type**
A grouping of methods that characterizes the input and output structures of an application, representing a common feature or business process in an application. Object types contain methods and belong to a single application.

**Method**
Functions or procedures that are defined in an object and perform a specific operation. Operations send or receive information as parameters or values. Methods contain parameters or values and belong to a single object type.

**Input parameter**
The input of information from a host application to a method, allowing the method to perform its intended function. Input parameters belong to a single method.

**Output value**
The results of a method, processing, or creation of data that is returned to the host application. Output values belong to a single method.

Stored procedure definition assets
Stored procedure definition assets represent stored procedures or native scripts, which extract, transform, and load (ETL) data. A stored procedure includes the following hierarchy of information:

**Stored procedure definition**
Routines that access, transform, or consolidate information and can update, append, or retrieve data. Typically, stored procedures are created and stored in a
database system and are used to control data processing as condition handlers or programs. A stored procedure definition can have multiple in parameters, out parameters, inout parameters, and result columns.

**In parameter ( )** Carry information that is required for the stored procedure to perform its intended function, for example, variables that are passed to the stored procedure. In parameters belong to a single stored procedure definition.

**Out parameter ( )** The value or variable that is returned when a stored procedure executes. For example, a field that is included in the result set of the stored procedure can be an out parameter. Out parameters belong to a single stored procedure definition.

**Inout parameter ( )** Information that is passed to the stored procedure that is used to perform its intended function and then processes the information, returning an output value by using the same parameter. Inout parameters belong to a single stored procedure definition.

**Result column ( )** The returned data values of a stored procedure when processing or querying information. Result columns belong to a single stored procedure definition.

**File asset**
A file asset represents a single unit of data, such as a file or closed system. A file does not include a hierarchy of information. A file ( ) represents a storage medium for data, for capturing, transferring, or otherwise reading information. Files are featured in the information supply chain, used in data integration, or used for data lookup. Data file assets are similar in definition to a file. However, data file assets are loaded directly into InfoSphere Information Sever and contain data file fields. Files represent the documentation of this type of a storage medium and do not include fields.

### 7.3.2 Format

Extended data sources are documented in an input file and loaded into InfoSphere Metadata Workbench. The input file is a comma-separated value (CSV) file, delineating the name, description, and containment of each information asset.

The format and process allow the necessary representation of data sources and systems, providing a better understanding of the enterprise assets and the validation of the assets. In particular, the format and process provide the
capability to assign glossary terms to an asset and to include the asset in the data lineage analysis as the source of information.

Figure 7-4 shows an example of a CSV input file that represents an extended data source of the application type.

```plaintext
+++ Application - begin +++
Name,Description
CRM,Customer Resource Application System
+++ Application - end +++

+++ Object Type - begin +++
Name,Application,Description
Customer Record,CRM,Customer Data Record
+++ Object Type - end +++

+++ Method - begin +++
Name,Application,ObjectType,Description
Read Customer Name,CRM,Customer Record,Read Method Actions
Return Customer Record Data,CRM,Customer Record,Get Method Actions
+++ Method - end +++

+++ Input Parameter - begin +++
Name,Application,ObjectType,Method,Description
CustomerID,CRM,Customer Record,Read Customer Name,Customer Account ID
Pass,CRM,Customer Record,Read Customer Name,Customer Account Password
+++ Input Parameter - end +++

+++ Output Value - begin +++
Name,Application,ObjectType,Method,Description
FullName,CRM,Customer Record,Return Customer Record Data,Customer Name
MailingAddress,CRM,Customer Record,Return Customer Record Data,Address
+++ Output Value - end +++

* Sample file for creating Extension Applications
* Each Section correlates to an Extension Data Type
* Each Extension Asset includes a Name and Description
```

Figure 7-4  Sample input file representing extended source application

The following information describes the sample input file that is shown in Figure 7-4:

- Each hierarchy is defined in a unique section representing a single asset type.
- Each section includes a header, footer, and column header.
- The header and footer are predetermined and include the expected name of the asset type.
7.3.3 Loading the application system

In this example, we import an extended data source of the application type from InfoSphere Metadata Workbench by using the following steps:

1. Prepare the input file to represent an extended data source application.
   The input file includes five sections, representing Application, Object Type, Method, In Parameter, and Output Value. The input file generates a single application that contains a single object type having two methods. Each method further includes two parameters or values. The application represents the Bank A data center.

2. Save the input file in a CSV text format.

3. Log on to InfoSphere Metadata Workbench as an InfoSphere Metadata Workbench Administrator user.

4. Click Advanced from the left navigation pane, and select Import Extended Data Sources.

5. In the Import Extended Data Sources window (Figure 7-5 on page 183), complete these steps:
   a. Click Add to browse and select one or more of the input files. The input files can represent various extended data source types, such as application and file.
   b. Optional: Select Keep the existing description and attribute values and ignore the imported values to retain the authoring of the existing extended data sources that are in InfoSphere Metadata Workbench. This selection does not overwrite the asset description with the asset description that was authored in the input file.
   c. Optional: Select Replace the existing description and attribute values with the imported values to remove the authoring of the existing extended data sources that are already in InfoSphere Metadata Workbench. This selection overwrites the asset description with the asset description that was authored in the input file.
   d. Click OK to proceed to import the input files and create the extended data sources.
6. In the Importing Extended Data Sources window (Figure 7-6), review the message that indicates the progress of the import and any generated warnings. Then click OK.

Figure 7-5 Importing extended data sources using InfoSphere Metadata Workbench

Figure 7-6 Importing Extended Data Sources progress window
7.3.4 Results

Extended data sources represent data structures or data information that is defined in the data flow. You can preview the application, stored procedure definition, or file assets in InfoSphere Metadata Workbench or InfoSphere Business Glossary, as shown in Figure 7-7.

Figure 7-7  View of extended data source application in InfoSphere Metadata Workbench

7.4 Sequential files

Sequential files represent data source or lookup information. Alternatively, they serve as the intermediary data storage requirements of the integration project, when gathering and consolidating source data. With the representation of these files in InfoSphere Information Server, stakeholders can reference information while developing, understanding the meaning of, or inspecting data flow analysis.

Sequential files are part of the data lineage analysis reports from InfoSphere Metadata Workbench. They represent a step in the data flow. Furthermore, you can extend sequential file definitions to reference business definitions and requirements from InfoSphere Business Glossary. Sequential file definitions include the name and path location of the file, in addition to its defined columns with their associated data types and lengths.

You load sequential files by using InfoSphere DataStage and InfoSphere QualityStage Designer, by invoking the sequential file definitions import. When complete, this import process creates a table definition that represents the structure of the sequential file, including its columns and their types. Publish the
created table definition to InfoSphere Information Server. This way, you can preview and use the data file assets in all their components, including data lineage reports from InfoSphere Metadata Workbench.

In this example, we import a sequential file definition and publish it to InfoSphere Information Server, as shown in Figure 7-8.

![Figure 7-8 Data flow of an integrated solution](image)

**7.4.1 Loading a data file**

To load a data file, complete these steps:

1. Log on to the InfoSphere DataStage and InfoSphere QualityStage Client for the data integration project.
2. Select **Import → Table Definitions → Sequential File Definitions.**
3. In the Import metadata (Sequential) window (Figure 7-9), complete these steps:

   a. Select the directory that contains the file to import. Click the ellipsis (…) button to browse to select a directory.

   b. Select the file from the list of displayed files for import.

   c. Set the InfoSphere DataStage project folder to contain the table definition to be created by the import process. Click the … button to browse the folder to select the InfoSphere DataStage project folder.

   d. Click **Import**.

---

![Figure 7-9 Importing the data file from InfoSphere DataStage](image-url)
4. In the Define Sequential Metadata window, complete these tasks:
   a. On the Format tab (Figure 7-10), complete these steps:
      i. Select the correct delimiter for the file (tab, space, or comma).
      ii. Select **First line is column names** if the first line of the file contains
          the column names.
      iii. If the width of each column of the file is fixed, select **Fixed-width
           columns**.
      iv. Click **Preview**. Ensure that the data preview shows the columns of the
           file correctly as shown in Figure 7-10.

![Figure 7-10  Previewing the sequential file structure](image-url)
b. On the **Define** tab (Figure 7-11), complete these steps:

i. Enter the names of the columns for the file. If the first line of the sequential file contained the column names, the list is prepopulated.

ii. Optional: Set the column properties, including Key, SQL type, Length, Nullability, and Description.

![Figure 7-11 Previewing and defining the sequential file column name and type](image)

5. Select another file for import, or click **Close** to close the Import Sequential Metadata window.

You have now created a table definition in the InfoSphere DataStage project that represents the imported sequential file. Developers can use this table definition in the project when developing jobs to read from the data file and load the staging database. However, you must publish these files to InfoSphere Information Server metadata repository. This way, the repository can be used by the components of InfoSphere Information Server, including InfoSphere Metadata Workbench and InfoSphere Business Glossary.
To publish the files to InfoSphere Information Server metadata repository, complete the following steps:

1. Browse to select the newly created table definition in the InfoSphere DataStage Client folder repository view.
2. Right-click the table definition, and then select **Shared Table Creation Wizard**.
3. Select the table definition, and then click **Next**.
4. In the Create or Associate Tables window (Figure 7-12), select the table definition, and then click **<select association>** to select an association to an existing data file. Select **Create New** from the list box.

![Shared Table Creation Wizard](image)

**Figure 7-12 Create or Associate Tables window**
5. In the Create New Table dialog box (Figure 7-13), complete these steps:
   a. Select the name of an existing host system, or click the Metadata Management link to create a host system from within the InfoSphere DataStage Client. Host systems define the container of a data file.
   b. Select the Directory path, or type another path location where the sequential file is stored. This location must match the actual location of the file, as referenced in InfoSphere DataStage and InfoSphere QualityStage job, to ensure accurate data lineage results.
   c. Click OK.

![Create New Table dialog box](image)

*Figure 7-13  Publish data file to InfoSphere Information Server*

6. Back in the Create or Associate Tables window, click **Next**.
7. In the Confirmation window (Figure 7-14), click **Create** to publish the table definition as a data file asset.

![Shared Table Creation Wizard](image)

*Figure 7-14  Clicking Create in the Confirmation window*

### 7.4.2 Results

Data files represent the data sources or lookups that are part of the integrated solution. The following information assets are available in InfoSphere Information Server upon import of a data file:

- **Host system**
  - The computer system in which the file resides. A host system is a user-defined structure that is created during import.

- **Data file**
  - The name of the data file.

- **Data file structure**
  - The component or root structure of the file, which is defined during publication.

- **Data file field**
  - The data fields that are in a file, including their defined types and lengths.
You can search, browse, and view the details of data file assets from the components of InfoSphere Information Server, including InfoSphere Metadata Workbench, as shown in Figure 7-15.

![Figure 7-15 Display of a loaded data file from InfoSphere Metadata Workbench](image)

### 7.5 Staging database

Data storage systems, such as relational databases, represent the information data at the center of all business transaction and decision making. By loading and including these database assets in InfoSphere Information Server, stakeholders can reference this information while developing and viewing their enterprise definitions or business requirements. Stakeholders can also profile data, discover data, and apply data quality rules. These database assets are crucial when inspecting data lineage from generated BI reports or data marts that depict the steps in the data flow.

You load and manage database assets by using InfoSphere Metadata Asset Manager. In the bank example in this book, we import an RDBMS by using a
pre-existing Open Database Connectivity (ODBC) connection to the database source, as shown in Figure 7-16.

![Diagram showing the process of loading the staging database.]

**Figure 7-16  Loading the staging database**

### 7.5.1 Loading the staging database

To load the staging database, complete these steps:

1. Log on to InfoSphere Metadata Asset Manager.
2. Click **New Import Area** to define a new area to import the database system. The import area allows subsequent reimporting and management of the imported metadata.
3. In the New Import Area panel (Figure 7-17), complete these steps:

a. Enter a name for the Import Area that uniquely identifies the import process for future reimporting or administration.

b. Optional: Enter a description for the Import Area that describes the database asset to import or the process.

c. Select a metadata interchange server. This server defines the connectivity to the IBM InfoSphere DataStage Engine or IBM InfoSphere Metadata Interchange Agent where the bridges or connectors for import are defined.

d. Browse for and select a bridge, which provides the connection parameters to the load information from the source system. In this example, we select the **ODBC Connector 3.5** bridge.

e. Click **Next** to proceed.

![Figure 7-17 Creating an import area in InfoSphere Metadata Asset Manager](image)
4. Specify the values for the bridge import parameters (Figure 7-18). The parameters identify the connection to the database system to be imported.
   a. Browse for and then select a previously configured ODBC data source. The ODBC Connection represents the data connectivity between InfoSphere Information Server and the database server.
   b. Enter the user name to connect to the database system. The user must have privileges to read from the database catalog.
   c. Enter the password for this user.
   d. Optional: Select **Include system objects**, which represent the system tables.
   e. Optional: Select **Include views** that are defined in the database system.
   f. For Select assets to import field, select the database objects for import. Click the **Search** icon (magnifying glass) to browse for and select the database schema or tables to import. Identify and load the key database objects that are required in the integrated solution.
g. Click **Import primary keys** to capture the keys that are defined in the database system.

h. Click **Import foreign keys** to capture the reference keys that are defined in the database system.

i. Click **Include indexes** to capture the indexes that are defined in the database system.

j. Click **Next**.

5. Specify the values for the identity parameters (Figure 7-19). The identity parameters include the host system, which helps a user identify and classify information in InfoSphere Information Server.

   a. Browse for and then select an existing host system or enter the name of the host system. The host system must reflect the server on which the database system has been deployed.

   b. Click **Next**.

![Figure 7-19  Specifying the values for the identity parameters](image)
6. Complete the import event (Figure 7-20) so that you can preview the database asset before publishing it to InfoSphere Information Server:
   a. Select **Express Import** to automatically publish the database to the metadata repository.
   b. Select **Managed Import** to review the database before its publication to the metadata server.
   c. Click **Import** to complete the process and publish the database system to the metadata repository.

![Image of Create New Import Area dialog box]

*Figure 7-20  Completing the import of the database asset*
7. Optional: If you selected **Managed Import**, publish the database asset to InfoSphere Information Server. By publishing the database asset, you can preview the asset to be imported, so that you can compare it with existing assets that will be merged or otherwise updated.

   a. Select and open the import area that contains the previously imported database table.

   b. Click the **Staged Imports** tab (Figure 7-21).

   c. Click **Preview** to analyze the database assets to be shared and the effect on the existing assets in InfoSphere Information Server.

![Figure 7-21 Preview import area](image)
As shown in Figure 7-22, you can preview the type and number of assets to be created, deleted, or merged upon sharing. Browse to select a particular database asset object, so that you can view the pending changes after it is shared.

Figure 7-22  Sharing database assets with InfoSphere Information Server

d. Click **Share** to publish the database asset to InfoSphere Information Server, making the loaded database asset available to all components.

### 7.5.2 Results

Database assets represent the data storage systems that are defined in the integrated solution. You can browse and view information assets to understand their usage and meaning.

The following information assets are available in InfoSphere Information Server upon import of a data model:

**Host system** ( )

The computer system on which the database resides. A host system is a user-defined structure that is created during import.
Database ( ) A structured collection of records or data that is stored on the host system.

Database schema ( ) An organization or structure of the content in a database, often used for access control.

Database table ( ) The organization of information into a group that is structured by rows and columns. A table and its description are loaded from the source and contained in a schema.

Database view ( ) A virtual table, which dynamically defines and computes a subset of database tables. A view and underlying SQL syntax are loaded from the source and contained in a schema.

Database field ( ) A set of data values of a particular type for each row of the database table or database view. A field and its defined data type and length are loaded from the source and contained in a table or view.

You can search for, browse, and view the details of database assets from the components of InfoSphere Information Server, including InfoSphere Metadata Workbench.

7.6 Data extraction

The documentation and representation of the prescribed data flow between a given source and target asset are crucial to support the business and regulatory requirements. The documentation and representation of the prescribed data flow between a given source and target asset affect the overall development process and data quality assessment. This representation provides the generation of data lineage analysis reports and the capability to inspect the data flow from assets (such as BI reports) to the originating data source systems. It also provides the required auditing or governance. In addition, it enables the trust or quality that is associated with a report.

An integrated solution has a place where the extraction and load process for data between separate source systems and data storage systems occurs. As the development of the data integration initiative progresses, and when the final BI reports are brought online, you must enable the facility to trace the developed or runtime processes that extract and load the data.

The extraction and load process is a facility of InfoSphere DataStage and InfoSphere QualityStage, but you can extract and load data in an external script, procedure, or application. For example, a stored procedure can natively load a
flat file into a database table, or an application can extract data from a data center, generating a load file.

InfoSphere Metadata Workbench delivers and administers the data lineage. However, the data lineage is built upon the documented and loaded data source and data storage systems.

It is possible that a data flow does not result from InfoSphere DataStage and InfoSphere QualityStage. In this case, you must document the data flow in InfoSphere Metadata Workbench as an extension mapping document or in IBM InfoSphere FastTrack as a mapping specification.

The extension mapping documents of InfoSphere Metadata Workbench are a prescribed mapping between a source and target asset, such as database columns. Additionally, this mapping can include a business rule that defined the transformation, the function for implementing the transformation, or a description of the transformation or aggregation action. Furthermore, with these mappings, you can include custom properties to document and track the specific requirements, for example, organization, run time, or author.

In the bank scenario for this book, we create an extension mapping document in InfoSphere Metadata Workbench to document the flow of data from the parameters of the source application and the subsequent load data file that is generated. Figure 7-23 illustrates the process flow.

![Figure 7-23 Data extraction from data source assets](image_url)
7.6.1 Input file format

You can either create the extended mapping documents in InfoSphere Metadata Workbench or define them in an input file, which can be loaded into InfoSphere Metadata Workbench. Each mapping document relates or describes a single process or flow segment, rather than an entire data flow diagram. In this scenario, the mapping document describes the specific extraction of the data source representing Bank A, rather than the complete flow starting from the report.

**Mapping documents** contain individual mappings, which represent the extraction of data from a source and the transforming or loading of the data to a target. The source and target do not need to be the same asset type. However, it is preferred that they reference the same database, file, or asset level. For example, map a database column to a database field or application parameter, rather than mapping a database column to a database table.

The input file (Figure 7-24) is a CSV file, delineating the individual mappings of a mapping document. Each mapping includes a name, source assets, target assets, rule, function, description, and any available custom properties. The input file and ensuing import process are meant to fully document the extraction of data from the source system and the loading of that data to the target system. You can import multiple input files into InfoSphere Metadata Workbench.

![Figure 7-24 Input file representing an extension mapping document](image)

The following characteristics describe the input file:

- The input file represents a spreadsheet that contains rows and columns. The rows represent individual point-to-point mapping, and the columns represent the properties of the mapping.
- The column header is required and must include source columns and target columns.
- The input file supports these asset types as valid source or target columns:
  - Database, database schema, database table, and database column
  - Data file, data file structure, and data file field
  - BI report, BI report field, BI model collection, and BI collection member
  - Extension application, stored procedure, and file
  - InfoSphere DataStage job, stage, and stage column
- Each row represents an individual mapping, for example, source to target column mapping.
7.6.2 Documenting the data extraction

In the bank scenario, we create an extension mapping document from within InfoSphere Metadata Workbench that demonstrates the extraction of data from the application data source for Bank A to populating the data file for Bank A.

To document the data extraction, complete the following steps:

1. Log on to InfoSphere Metadata Workbench as an InfoSphere Metadata Workbench Administrator user.

2. Click Advanced from the left navigation pane and select Create Extension Mapping Document.

3. In the Untitled Extension Mapping window (Figure 7-25 on page 204), import the extended data sources:
   a. On the Properties tab, complete these steps:
      i. Enter a name for the mapping document to be created. The name must reflect and indicate the process, script, or application that the mapping depicts, so that stakeholders can identify its purpose or usage.
      ii. Browse for and select a folder to contain the created mapping document. Folders represent the containers for mapping documents, so that the documents can be grouped and managed easily according to the project or commonality. If necessary, create a folder for the specific data integration project that the mapping document supports.
      iii. Optional: Enter a type for the mapping document. The mapping type describes the general purpose or action, for example, merge or transform.
      iv. Optional: Enter a description for the mapping document. Descriptions help to document the intent and design of the mapping for stakeholders, in particular, relating additional information about the procedure, script, or application that the document represents.
      v. Optional: Browse for and select a data steward to associate with the mapping. Data stewards are the technical owners or subject matter experts, with in-depth knowledge of the mapping.
      vi. Optional: Browse for and select a business term to associate with the mapping. Business terms extend the business definitions and requirements to technical assets, so that stakeholders can impart a greater understanding of their expected usage, structure, and content.
      vii. Optional: Browse for and select a static image that represents the process flow or specification, so that stakeholders can have a visual cue of understanding of the intended data flow process.
b. On the **Mappings** tab (Figure 7-26 on page 205), define the individual point-to-point mapping that is in the document to represent the extraction of data from the source system and its transform or load into the target system:

i. Select the **Name** column, and optionally, enter a name for the mapping. The name identifies the specific transaction of reading from and writing to the specified source and target asset, so that stakeholders can further relate to the mappings. The name must be succinct and informative, for example, `Data_Merge` rather than `Row_1`.

ii. Select the **Source** column, and then click **Add** to browse for and select an asset. In the Asset selection dialog box, select the asset type of the source column, and enter a partial name on which to search. From the list of results, select the asset to include in the mapping as the source column.

iii. Select the **Rule** column, and optionally, enter a defined business rule or logic that defines the transform of data between the source and target.
iv. Select the **Function** column, and optionally, enter a function or process definition that structures the transform of data between the source and target.

v. Select the **Target** column, and then click **Add** to browse for and select an asset. In the Asset selection dialog box, select the asset type of the target column, and enter a partial name on which to search. From the list of results, select the asset to include in the mapping as the target column.

vi. Select the **Description** column, and optionally, enter a description that documents the transform of data between the source to target, so that stakeholders can search upon and understand the mapping in greater detail.

vii. Select any of the available custom properties, and optionally, enter the desired value to represent them.

**Figure 7-26** Import extended data source completed successfully

c. Click **Save** when finished to complete the process.
7.6.3 Results

Extension mapping documents (Figure 7-27) represent the defined mapping between a source and a target asset. They are necessary to provide support for the required data flow and lineage reporting requirements.

![Image of Extension Mapping Document in InfoSphere Metadata Workbench](image-url)
7.7 Conclusion

In conclusion, this chapter explained how to identify and document source data systems. It also described how to load them into the InfoSphere Information Server metadata repository. This chapter included a scenario in which you document data extraction.

To fully understand source data, Chapter 8, “Data relationship discovery” on page 209, addresses how to use IBM InfoSphere Discovery to discover data attributes and relationships among the data.

To ensure source data quality, Chapter 9, “Data quality assessment and monitoring” on page 283, explains how to use IBM InfoSphere Information Analyzer to assess and monitor source data quality.
Data relationship discovery

Really understanding information assets that are used in an information integrated solution is an important factor in metadata management. This chapter focuses on data relationship discovery, which is a technique that organizations can use to gain a deep understanding of their information assets.

Recent technological advancements have paved the way for modern data relationship discovery. A new breed of data analysis software interrogates structured data sources and uses statistical analysis to infer important business relationships. These business relationships, which span both physical and logical domains, provide an essential view of the business objects of an organization. The most mature data relationship discovery solution in the market is IBM InfoSphere Discovery, which is one of the IBM InfoSphere Information Server product modules.

This chapter describes InfoSphere Discovery and its usage scenarios. It includes the following sections:

- Introduction to InfoSphere Discovery
- Creating a project
- Performing column analysis
- Identifying and classifying sensitive data
- Assigning InfoSphere Business Glossary terms to physical assets
- Reverse engineering a data model
- Performing value overlap analysis
- Discovering transformation logic
- Conclusion
8.1 Introduction to InfoSphere Discovery

Each year, organizations tend to store more data. Over time, it becomes harder to understand and to manage. For example, if Bank A buys Bank B, we can assume that Bank A will suddenly have more customers, more transactions, more everything.

As Figure 8-1 illustrates, you cannot manage what you do not understand. When data proliferates, it becomes harder to understand and manage, both within and across systems. Much of the data is connected, but how? Out-of-date documentation, complex data relationships, inadequate corporate memory all impede your ability to enforce strong governance measures.

Figure 8-1  Visual representation of our inability to manage what we do not understand

InfoSphere Discovery provides a powerful solution for automated data relationship discovery. InfoSphere Discovery comes with a full range of capabilities to identify many data relationships. The automated results derived from InfoSphere Discovery are actionable, accurate, and easy to generate, especially when compared to manual data analysis approaches that many organizations still use today. One common manual approach involves handwriting SQL queries and storing results in spreadsheets. Does this practice sound familiar to you?
Depending on the type of project or stage of a project, different discovery might be more useful than others. In the example of Bank A buying Bank B, we have the following potential use cases, among others, for InfoSphere Discovery:

- Data model discovery based on primary-foreign key pairs and logical relationships
- Sensitive data discovery
- InfoSphere Business Glossary term mapping and refinement
- Advanced unified schema prototyping for data consolidation projects
- Single-source and cross-source data redundancy analysis
- Transformation discovery to reverse-engineer complex business rules used in the data integration processes

InfoSphere Discovery works by automatically analyzing data sources and generating hypotheses about the data. Throughout the process, it interrogates the data and generates metadata that includes a data profile or column analysis. A data analyst or subject matter expert (SME) interprets the results, leading to further analysis or other action.

Imagine that after buying Bank B, Bank A initiates a Master Data Management (MDM) initiative to create a consistent view of its customers. Bank A acquires an MDM solution, but is it ready to start moving data? The answer is no, not until the employees of Bank A learn more about the customer data, such as where its customer data is located, the number of customers that are duplicated, and which systems are more trusted.

Another important factor is organizational memory and the effects when knowledge workers come and go. When Bank A buys Bank B, some employees will change roles, and others might not have jobs anymore. What happened to the information they knew? Did they document it well and maintain it over time? Hopefully, they did, but it is unlikely and rather rare.

### 8.1.1 Planning equals saving

Always include data relationship discovery and data quality in your project plans when you initiate an information initiative. The earlier you start automating these steps, the more benefits you will obtain.

Figure 8-2 on page 212 illustrates a common problem with manual data analysis. Without the power and predictability of an automated solution, you cannot easily estimate the length of the discovery phase of a project. Even when you have an estimate, manual analysis is more unpredictable than automated analysis, often leading to project plan changes later.
You can accelerate the completion of your data analysis tasks up to ten times when you use InfoSphere Discovery. You can get to the next phase of a project faster, and with more reliable results, when you understand your data and the underlying relationships within and across systems.

Figure 8-3 graphically illustrates how much time and effort you can save with InfoSphere Discovery. The savings can be dramatic.

Time savings lead to cost savings, both of which are hard and soft costs. The hard costs include such items as labor savings. The soft costs include items that are harder to quantify, but that are still real. How much value does Bank A realize by harmonizing its customer data weeks or months faster because of automated discovery?
While one group at Bank A initiates its customer harmonization program, a different group decides to build a business glossary with IBM InfoSphere Business Glossary. The glossary will help the bank manage business terms, so that employees across the enterprise consistently use the same terms with the same definitions. Bank A can build an initial glossary without knowing much about its data assets.

At first, the glossary might contain terms that have not been mapped to the physical assets of the bank. For example, the bank might define a business term, such as customer number, without knowing where the customer number is stored in its databases. The bank will obtain more value by mapping its business terms to its physical data assets, providing a direct link between business assets and data assets.

InfoSphere Discovery provides an automated way to understand your data. The result is a rich data landscape that describes the relationships within and across tables, databases, and systems.

After gaining an understanding of your data and the often-hidden relationships within it, you assess data quality and enforce policies to monitor and validate data quality. For more information, see Chapter 9, “Data quality assessment and monitoring” on page 283.

8.1.2 A step-by-step discovery guide

Bank A buys Bank B. That event triggers changes at every level of the new organization. The bank makes legal, marketing, and administrative changes. Information technology (IT) is no exception. When you log in to see your checking account online, when you receive a monthly statement, or when you pay a bill, the underlying data must be accurate. If the data is wrong, the bank will likely face many challenges, from legal battles, to penalties, to lost customers.

The remaining sections in this chapter highlight the step-by-step process, which entails the following tasks, to analyze a small banking system:

1. Creating a project
2. Performing column analysis
3. Identifying and classifying sensitive data
4. Assigning InfoSphere Business Glossary terms to physical assets
5. Reverse engineering a data model
6. Performing value overlap analysis
7. Discovering transformation logic
Your goal is to automate as much of the data analysis effort as possible and to gain a thorough understanding of your data assets. The first step is to create a project.

### 8.2 Creating a project

To create a project, complete these steps:

1. Open the InfoSphere Discovery Studio application.

   You see the **Home** tab of the Discovery Studio application similar to the one shown in Figure 8-4, although it might not have any existing projects. The user interface is divided into several tabs that define a workflow. Typically, you move from left to right. For example, you create a project on the **Home** tab, then you define the data sets in the **Data Sets** tab, and so on.

![Figure 8-4  List of InfoSphere Discovery projects](image-url)
2. Click the **New Project** button in the workflow bar.

3. In the Create a New Project dialog box (Figure 8-5), complete these steps:
   a. For Type, select **Transformation Discovery**.
   b. For the name, type a project name, such as **Bank Acquisition**.
   c. At the bottom of the General group box, clear the **Use Byte Storage For String in Staging** check box.
   d. In the Password group box, clear the **Use Password** check box.
   e. Click **OK**.

![Create a New Project](image)

*Figure 8-5 Creating a project with InfoSphere Discovery*
You automatically move to the **Data Sets** tab (Figure 8-6).

![Figure 8-6   Data Sets area of InfoSphere Discovery](image)

### 8.2.1 Pointing to the data requiring analysis

Next, point to the data you want InfoSphere Discovery to analyze. Whether you want to analyze just one table, or all of the tables in a schema, you must point to each table individually.

InfoSphere Discovery operates against structured data, which can be database tables or structured flat files. You use the radio button to choose whether to define a database connection or to import a flat file. The data can be from one homogenous database system or from several disparate systems.

Pointing to the data categorizes it into one or more data sets. A data set is like a bucket where we place data. In some situations, such as performing cross-system overlap analysis, you place each data source into a separate data set. In other situations, such as performing transformation discovery, you place the data into source and target data sets.
InfoSphere Discovery supports various database platforms and versions. You can find the most recent InfoSphere Discovery system requirements and platform support matrix at:

http://www.ibm.com/software/data/infosphere/discovery/requirements.html

8.2.2 Importing the source data

To import the source data, complete these steps:

1. On the Data Sets page (Figure 8-6 on page 216), click the Source Data Set tab. Then in the Import Objects pane (right side), click the Click here to add a new connection! link.

2. In the Edit Connection window (Figure 8-7 on page 218), define the parameters for a JDBC connection to the data source:
   a. Complete the following fields:
      - Database Type
      - Database Server Name
      - Database Name
      - Port Number
      - User Name
      - Password
      - Connection URL
   b. Click the Test Connection button to ensure that the connection information is correct.
   c. Click OK. The Edit Connection window closes, and you see the Data Sets tab again.
3. Click the data connection to select it. In the Import Objects pane (Figure 8-8), click the green plus sign (+) above the data connection name.
4. In the Import Table Wizard window—Search Criteria window (Figure 8-9), for Table Name, type bank. (with the period). Then click **Next**.

![Import table wizard](image-url)
5. In the list of tables to select (Figure 8-10) from the bank schema, press and hold down the CTRL key while selecting all of the tables except for ACCOUNTS. Then click Finish.

Figure 8-10  Selecting tables to import
Figure 8-11 shows the imported table definitions in the Import Objects pane.

Figure 8-11  List of imported tables

When you import data, InfoSphere Discovery creates a logical table for each table and file you import. A logical table functions similar to a database view. You can add or remove columns, add a WHERE clause, or join the logical table to other tables, without modifying the original source table. Essentially, you can create views of the source data (tables and files) without defining them ahead of time and without obtaining support from a DBA.

You can preview data in a logical table by using the Preview Data button. This button is helpful, especially when you want to see how a WHERE clause or a join condition influences the data the logical table retrieves. With logical tables, you can make adjustments in real time.
You can also rename a data set:

1. On the Source Data Set tab (Figure 8-12), click the **Rename** button.
2. In the Rename Data Set dialog box (inset in Figure 8-12), for the name, type **Bank B**, and then click **OK**.

![Figure 8-12 Renaming a data set](image)

### 8.2.3 Importing the target data

Target data consists of data from databases and data from files.

#### Importing target data from databases

To import the target data, complete these steps:

1. Click the **Target Data Set** tab. Then in the Import Objects pane (right side), click the **Click here to add a new connection!** link. Create a connection to the same Bank B database that we analyzed earlier in this chapter.

2. In the Import Table Wizard—Search Criteria window (Figure 8-9), search for **bank**. (including the period), and select the **ACCOUNTS** table. Click **OK** to import it. Then rename the target data set to **Bank A**.

3. Select **Project → Save** to save your project.
Importing data from files

For this project, you do not need to analyze data that is stored in structured files. However, the steps are provided as follows as a reference if you need to import data from files by using the file import wizard in InfoSphere Discovery:

1. On the Data Sets tab, select the data set where you want to import a file. In the Import Objects pane (Figure 8-13), select the Text File Formats & Files line.

![Figure 8-13 Text files and formats](image)

2. Click the green + button. Browse to the first file you want to import, and open it.
3. In the Add Text Table wizard (Figure 8-14), select the appropriate options for Row Delimiter and Heading Line, and then click **Next**.

*Figure 8-14  Choosing the file type*
4. Select the Column Delimiter, such as comma, tab, or pipe (upper left window in Figure 8-15), and then you see the data align. Click **Next**.

5. Define the column properties (lower right window in Figure 8-15), and then click **Finish**.

![Figure 8-15 Defining the column delimiter and column properties](image)

When you import data, InfoSphere Discovery does not import the data immediately. Instead, it reads the metadata to retrieve information about the columns and table or file structures. It does not analyze the data in depth until you complete the next task, **column analysis**. Now, the tables and files you imported are in the Data Sets area. InfoSphere Discovery creates a logical table, which is a database view, for each table and file that you import.

### 8.3 Performing column analysis

Looking at the workflow bar under the main menu, Column Analysis is the next step. Also known as **profiling**, column analysis provides an initial data inventory of useful metadata and statistical results for each physical asset that you analyze. **Column analysis** is an automated process that is easy to learn and perform. For each column in each table or file that you analyze, the column analysis results include statistics, such as column name, data type, length, minimum, maximum and mode values, cardinality, and selectivity. These results
provide a solid data inventory that helps you to understand the data better, while providing a launching point for data relationship discovery.

To perform column analysis, complete these steps:
1. Click the **Column Analysis** tab (Figure 8-16).
2. In the lower right corner of the window, click **Run Next Steps**.
3. In the Processing Options pane (Figure 8-17), determine how many steps to run. Click and drag the slider on the right side to the Data Objects step.

Before running the steps, you can set substeps, such as determining whether to perform Data Type Discovery or Column Classification when you run column analysis. Most steps have substeps that help you refine the discovery process. Sensitive data might exist in the data, but you do not know exactly what or where.

Click the Sub Steps tab.

Figure 8-17  Processing Options window
4. On the Sub Steps page (Figure 8-18), select **Column Classification: Algorithms**, which signals InfoSphere Discovery to find sensitive data using built-in pattern matching algorithms. In addition to this option, you can also select the following options, as we do in this example:

- Data Type Discovery
- Column Matches
- PF Keys
- Classifications

Then click **Run**.

Discovery Studio then submits the task for InfoSphere Discovery to execute.

**8.3.1 Monitoring tasks with the activity viewer**

InfoSphere Discovery provides an *activity viewer* to monitor tasks. You click the hyperlink in the upper right corner of the Discovery Studio window. In the example Figure 8-19, the link indicates the message “Currently 1 Active Task.”
When you click the link, the Activity Viewer window opens, showing the status of currently running tasks and previously executed tasks. This information helps with debugging and estimating how long a task will run. The options include viewing the trace log, error log, or debug log. Figure 8-20 shows the activity viewer for the bank scenario project.

Figure 8-20   Activity Viewer window
8.3.2 Reviewing the column analysis results

After completing the Column Analysis task, you view the results by selecting the Column Analysis tab. Figure 8-21 shows an example of the results.

![Figure 8-21 Column analysis results](image)

The results are organized by data set and, within each data set, by table (or file). You select a table from the list in the left pane, and the results are displayed in the grid in the right pane. You control the metadata and statistics that are presented by using the Column Chooser function.

Column analysis results include two sections: metadata and statistics. With the Column Chooser function, you can view 11 metadata attributes, 11 statistical attributes, and free-text notes.
8.3.3 Metadata and statistical results

Figure 8-22 shows the Column Chooser feature with all available columns selected.

![Column Chooser](image)

You can choose to view the following metadata values:

**Critical Data Element (CDE)**
Whether this column is labeled as a critical data element.

**Classification**
The classifications (if any) assigned to this column either manually or by using automated column classification.

**#**
The column number within the table or file.
### Column Name
The name of the column identified in the logical table.

### Native Type
The data type stored natively with the table or file. All flat files have a native data type of “varchar,” because all columns are text strings.

### Data Type
The discovered data type of the column. If Data Type Discovery was performed during Column Analysis (enabled by default), this type reflects the data type of the contents of the column, regardless of the native data type. InfoSphere Discovery scans each column to determine if it contains numeric values, dates, or text strings. Then it updates the Data Type value with this information.

### Length
The defined length of the column.

### Precision
The precision of the column.

### Scale
The number of decimals after the decimal point.

### Formats
Discovered data formats for numeric columns.

You can view the values of several statistical attributes. These values include the number of unique values in a column with the current primary sample set. Null and empty values are not included when calculating cardinality. Cardinality is calculated on an individual column basis and is not the result of comparison to another column. This value is never greater than the total number of rows in the column, and is used in calculating several other statistics.

In addition, you can view the following statistical attributes values:

#### Selectivity
The degree of uniqueness of the values (including nulls) in the column, calculated as:

\[
\text{Cardinality} / (\text{Row Count} - \text{Null Count})
\]

Selectivity is calculated on each column individually and is not the result of comparison to another column. This value is never greater than 100%.

#### Non-null Count
The number of rows with non-null values for this column.

#### Non-null Selectivity
The degree of uniqueness of all non-null values in the column, calculated as follows:

\[
\text{Cardinality} / \text{Non-null Count}
\]

#### Min
The smallest or lowest value in the column, calculated numerically for numeric columns and alphabetically for other columns.
Max
The largest or greatest value in the column, calculated numerically for numeric columns and alphabetically for other columns.

Mode
The most common value in the column, not including null values. This value is calculated only if a particular value is displayed in more than 5% of the rows.

Mode %
The number of times the mode (most common value) is displayed in this column, as a percentage of all values in the column.

Sparse
Indicates whether the column is sparse, based on the Mode %. A sparse column contains mostly the same value except for a few exceptions. Sparse columns are treated differently than non-sparse columns during processing. The large percentage of duplicate values makes it more difficult for InfoSphere Discovery to immediately determine whether a column match is a valid relationship.

Null Count
The number of rows where the column value is null.

Blank Count
The number of rows in the column that are blank (empty).

Notes
A blank field for notes, descriptions, or comments about the column. You click the cell and enter a description of the column. The name of the logged-in user and the current time stamp are automatically added to the note.

8.3.4 Value, pattern, and length frequencies

In addition to the column metadata and statistics, InfoSphere Discovery calculates value, pattern, and length frequencies. You display the frequencies by using the buttons in the Column Analysis area, as shown in Figure 8-23.
By selecting **Value Frequencies** (Figure 8-23 on page 233), each unique value in the column and the number of times (frequency) that each value appears in the column are displayed. The frequency value is a hyperlink. Clicking a value selects the rows with that value. Figure 8-24 shows rows where CHECKING.SS_NUM is equal to 544410618.

![Value Frequencies](image.png)

*Figure 8-24  Value Frequencies*
By selecting **Pattern Frequencies** (Figure 8-23 on page 233), each unique pattern for the selected column and the number of times (frequency) that each pattern appears in the column are displayed. The frequency value is a hyperlink. Clicking a link selects the rows with the selected pattern. In patterns, the letter N signifies a numeric value, and the letter A specifies an alphabetic character. Other values are expressed with the character itself. For example, the value SSN: 555-11-2222 is expressed with a pattern as AAA: NNN-NN-NNNN.

Figure 8-25 shows the rows with the pattern NNNNN.NN for CHECKING.ACCOUNT_BALANCES.

![Figure 8-25 Pattern Frequencies](image-url)
By selecting **Length Frequencies** (Figure 8-23 on page 233), the unique length of each column value and the number of times (frequency) that each value appears in the column are displayed. The frequency value is a hyperlink. Clicking a link selects the rows with the selected length for this column.

Figure 8-26 shows CHECKING.ACCOUNT_BALANCE values that have a length of seven.
After performing column analysis, you can easily generate a project report with the results. The project report contains all of the column analysis information except the value, pattern, or length frequencies, which might be too large to print in a report. To export frequencies, display one, and then export it.

To run the project report, complete these steps:

1. In Discovery Studio, select **Tools → Reports → Project Report** (Figure 8-27).

![Figure 8-27 Selecting a project report](image)

2. In the Report Options window (Figure 8-28), select the format you want for the reports, such as Excel or HTML, and then select a file destination. Click **OK** to generate the report.

![Figure 8-28 Project report location](image)
The project report provides a way to disseminate column analysis results. Figure 8-29 shows one page of a project report that highlights a transformation map for the ACCOUNTS table.

Figure 8-29  Project report example

8.4 Identifying and classifying sensitive data

In this scenario, we selected the column classification: algorithms option when we ran the Column Analysis step. Automatic column classification helps you find sensitive data or other critical data. This area is important within information governance. InfoSphere Discovery finds critical data elements (such as sensitive data) embedded in source data, within or across databases. For
example, InfoSphere Discovery can find national ID values that are stored in free-text comment fields.

Column classification finds sensitive data with two approaches:

- **Value matching** searches for values that match existing reference data.
- **Pattern matching** searches for data patterns by using algorithms that include regular expressions, data type filters, and thresholds for minimum and maximum length to identify and classify sensitive data elements. With this approach, InfoSphere Discovery finds data values based on defined patterns. A set of algorithms is shipped with InfoSphere Discovery, and custom algorithms can be defined by an organization.

For example, the built-in algorithm for a credit card number detects columns that contain values that conform to the following regular expression:

```regex
^((?:4\[0-9\]{12}(?:[0-9\]{3})?|5\[1-5\][0-9\]{14}|6(?:011|5[0-9\]{1}[0-9])\[0-9\]{12}|3\[47\][0-9\]{13}|3(?:0\[0-5\]|[68]\[0-9\])\[0-9\]{11}|(?:2131|1800|35\d\d\d\d\d\d\d\d\d\d\d\d\d\d\d\d\d\d\d\d\d$\n```

Additionally, the algorithm validates the Luhn checksum algorithm and ensures that the values are 13–19 digits in length. Algorithms can find anchored values or values embedded in free-form text.

Both column classification approaches work to identify and classify critical data. The best approach depends on the need. For example, the requirement might be to search for a value such as counter party, which might look like any name. Value matching with a set of reference data (actual counter party names) works better than searching for a pattern, which might turn up any column with any names, not specifically counter party names. Alternatively, the requirement might be to search for credit card numbers, meaning any credit card number. Regardless of whether we have reference values, the pattern matching approach works better.

### 8.4.1 Column classification view

You use the Column Classification View to see if InfoSphere Discovery found any sensitive data. Go to **View → Column Classification View** to open the column classification view.
In the Column Classifications window (Figure 8-30), you see that InfoSphere Discovery found four columns with U.S. Social Security Numbers (SSN).
Figure 8-31 shows a close-up view of the four columns in the column classification view. Of the values, 92%–93% in each column matched the algorithm for SSN.

![Figure 8-31 Column classifications](image)

### 8.4.2 Displaying hits for classification columns

To view the hits for classification columns, highlight the first row for the ACCOUNTS table, and then click the **Show Hits** button in the menu bar. A list of rows that meet the algorithm for U.S. SSN is shown in the results window (Figure 8-32).

![Figure 8-32 Hits for column classifications](image)
8.4.3 Column classification algorithms

How did InfoSphere Discovery find these rows? InfoSphere Discovery used a column classification algorithm that checked for strings with 9–11 characters that matched a regular expression. The algorithm is defined in an XML specification and looks similar to the example in Figure 8-33.

```xml
<?xml version="1.0" encoding="UTF-8"?>
  <ClassificationName>SSN</ClassificationName>
  <Version>0.0</Version>
  <FullName>US Social Security Number</FullName>
  <ClassificationDescription>
    <Regex>^([0-6]\d{2}|7[0-6]\d|77[0-2])\s?\d{2}\s?\d{4}$</Regex>
    <FinalType>
      <simpleCleanType>Unrestricted</simpleCleanType>
    </FinalType>
    <Boundaries>
      <MinLength>9</MinLength>
      <MaxLength>11</MaxLength>
      <Filter>com.ibm.infosphere.discovery.discovery.classification.SSNFilter</Filter>
    </Boundaries>
  </ClassificationDescription>
</Classification>
```

*Figure 8-33  Column classification algorithm*

The regular expression is defined in the `<regex>` tag:

```
^([0-6]\d{2}|7[0-6]\d|77[0-2])\s?\d{2}\s?\d{4}$
```

Specifically, the algorithm defines a regular expression that looks for four variants of SSN:

- **SSNs with no delimiters between the three groups of numeric digits**
- **SSNs delimited by a space ( )**
- **SSNs delimited by a dash (-)**
- **SSNs delimited by a period (.)**

The regular expression indicates that the second section of the SSN must have 2 digits and the third section must have 4 digits. If the first section starts with a digit of 0–6 inclusive, it can be followed by any digit. If the first section starts with 7, the next digit must be 0–6 inclusive, and third digit has no restrictions. If the first section starts with 77, the third digit must be 0–2 inclusive.

The `<filter>` tag in this algorithm invokes a Java filter called `SSNFilter`, which ensures that no section consists only of zeros.
InfoSphere Discovery ships with several built-in pattern-matching classification algorithms, including the following algorithms:

- US Social Security Number
- Email Address
- Credit Card Number
- US Phone Number
- US ZIP Code

Column analysis reveals rich information that helps organizations manage their information assets. Column analysis is only the beginning. It does not reveal how tables and columns in a database are related to each other, nor does it reveal how data in one system is related to other systems. It is a great starting point for asking more questions about the data, which is the point where data discovery begins.

### 8.5 Assigning InfoSphere Business Glossary terms to physical assets

Defining and using business terms correctly is challenging for most organizations. After a merger or acquisition, the need for consistent business term usage grows even more. Fortunately, when Bank A buys Bank B, Bank A decides to use InfoSphere Business Glossary to build and manage a glossary of business terms.

Bank A uses InfoSphere Business Glossary to define business terms. After defining the terms in InfoSphere Business Glossary, InfoSphere Discovery imports the terms. The imported business glossary terms are called *column classifications* in InfoSphere Discovery. These classifications are similar to the classifications that are used to discover sensitive data.

By using its pattern-matching and value-matching approaches, InfoSphere Discovery finds database columns that match the imported business terms. This process maps the imported business terms to their related physical assets (tables and files) in the database systems of the bank. For example, Bank A defines the term *Customer Identifier* in InfoSphere Business Glossary, but it does not know every location where customer IDs reside in its database systems. Bank A uses the column classification capability of InfoSphere Discovery to determine the locations where customer IDs reside throughout its databases.

When Bank A finishes the column classification effort, InfoSphere Discovery exports the classifications back to InfoSphere Business Glossary, enriching the metadata results.
8.5.1 Importing, mapping, and exporting term assignments

InfoSphere Discovery imports business glossary terms defined in InfoSphere Business Glossary so that InfoSphere Discovery can map the terms to physical assets. After the mapping exercise, InfoSphere Discovery exports the results, and InfoSphere Business Glossary imports the new terms and assignments.

The process involves the following primary steps:
1. InfoSphere Discovery imports business glossary terms from InfoSphere Business Glossary.
2. InfoSphere Discovery maps the business glossary terms to physical assets.
3. InfoSphere Discovery exports the terms and term assignments back to InfoSphere Business Glossary.

Automatic column classification works in two ways with InfoSphere Discovery:

- Pattern matching with Column Classification Algorithms. This approach uses regular expressions and other parameters to classify columns based on the patterns of data that they contain.
- Value matching uses existing reference data to classify columns by comparing data values to the reference samples.

Both column classification approaches work to map business glossary terms to physical assets. The best approach depends on the business term. The business glossary term counterparty represents an individual, household, or organization that serves the role of counterparty in a contract. The value domain for counterparty is party, which is a text string of variable length. Few rules govern the domain of possible values. The primary rule is that a valid counterparty must exist in the master list of parties for the bank. In this situation, pattern matching is not successful, because it is impossible to distinguish a counterparty from any other type of name, based on pattern matching alone.

Value matching against a set of reference data (actual counterparty names) is the best choice for a term such as counterparty. By using an existing list (or lists) of counterparties, InfoSphere Discovery scans the data of the bank to find any columns with values that match the reference list. If a certain number of rows match the reference list, based on a definable threshold, InfoSphere Discovery flags the column as a potential match. A data analyst reviews potential matches and approves the correct ones.

Alternatively, if the bank wants to find credit card numbers stored in their databases, pattern matching might work better. InfoSphere Discovery ships with a built-in algorithm to identify credit card numbers and classify them by type, such as Visa, MasterCard, American Express, or Discover. For patterns that are
not built into InfoSphere Discovery, with InfoSphere Discovery, you can define an algorithm based on a regular expression and other parameters, such as minimum and maximum length.

8.5.2 Mapping business glossary terms to physical assets

To map InfoSphere Business Glossary terms to physical assets with InfoSphere Discovery, complete these steps:

1. In the Discovery Studio main menu, select View → Column Classification View.

2. In the Column Classifications window (Figure 8-34), select Business Glossary → Import Terms & Assignments.

![Image of Column Classifications window]

*Figure 8-34  Import business glossary terms and assignments*

3. Navigate to the InfoSphere Business Glossary export file, and then open it.
4. In the Import Business Terms and Data window (Figure 8-35), select the business glossary terms to import, and then click **Import**.

![Image of Import Business Terms and Data window](image1)

*Figure 8-35  InfoSphere Business Glossary export file location*

You can use the built-in classification algorithms of InfoSphere Discovery or define custom classification algorithms for each of the business glossary terms that you need to map to physical assets. InfoSphere Discovery can classify the assets by using value matching or pattern matching. Some data elements are easier to identify by using pattern matching. Other data elements are easier to identify by using value matching to existing reference data.

5. In the Column Classifications window (Figure 8-36), click the green + button to define a new column classification. In the Add new Column Classification dialog box (inset in Figure 8-36), type **CustomerID**, and then click **OK**.

![Image of Column Classifications window](image2)

*Figure 8-36  Adding column classification*

The Column Classification options in InfoSphere Discovery use pattern matching and value matching to identify and classify columns when you run Column Analysis. The **Column Classification: Algorithm** option runs the pattern matching classification task. The **Column Classification: Value**
**Matching** option runs the value matching classification task. For value matching across data sets, you use the column classification option within the Overlaps step.

6. On the **Data Sets** tab, click the **Run Next Steps** button.

7. On the **Sub Steps** tab (Figure 8-37), select the **Column Classification: Algorithms** and **Column Classification: Value Matching** check boxes. Then click **Run**.

![Figure 8-37 Substeps for column classification](image)
After the column classification tasks complete, a data analyst or SME reviews the classifications in the **Column analysis** tab and approves the legitimate classifications. Figure 8-38 shows an approved classification for the classification US Social Security Number (SSN).

![Figure 8-38 Approving column classifications](image)

8. Export the mapping with the InfoSphere Business Glossary export feature:
   a. Open the Column Classification View.
   b. Select **Export Business Glossary Terms and Assignments**.
c. In the Export Business Terms and Database Column Assignments window (Figure 8-39), complete the following steps:

i. Under Select Business Terms and Assigned Assets to export, select the necessary terms and assets to export.

ii. Under Column Assignment, complete the database information.

iii. Enter an output file name.

iv. Click Export.

![Figure 8-39 Exporting business terms and column assignments](image)

9. Open InfoSphere Business Glossary, and then import the file that InfoSphere Discovery generated. Verify that you see the imported business terms and assignments.
8.6 Reverse engineering a data model

Bank A accumulated a lot of data over the years. When it acquired Bank B, its data stores grew even more. The data analysts for Bank A believe that they understand their data fairly well. Although many SMEs from some of the older systems left or retired, a few remain.

When Bank A bought Bank B, Bank A decided to keep most of its systems and to onboard the data of Bank B into the systems of Bank A. In a few cases, Bank A decided to keep the systems for Bank B and onboard the data from Bank A into those systems.

The bank acquisition initiated several new initiatives, many of which revolved around customer satisfaction and experience. Some focused on brand recognition and market share. Most initiatives required data movement or data changes at one level or another. The fact that most initiatives involved data was no surprise.

Bank A and Bank B purchased several of their systems from outside vendors, rather than building them. Unfortunately, some vendors never provided data models for their applications. The vendors claimed their applications maintained the integrity of the data as it flowed from table to table. They said that there was no need to understand the inner workings of the tables. Over time, some systems worked better than others. It was not a perfect world, but Bank A and Bank B used coping mechanisms that worked to get the job done. At the end of the day, the banks understood their data was not perfect, but they hoped it was good enough.

Now, with the Bank B acquisition, Bank A faces the challenge of onboarding data into its systems, without having a complete picture of how the applications work at the table level. Many organizations today face the same challenge. InfoSphere Discovery can help by reverse-engineering data models. Through automated data analysis, it interrogates the data to uncover hidden relationships between tables, such as application-enforced primary key or foreign key pairs, even when referential integrity constraints do not exist.

For example, by inferring that table A is related to table B, and table B is related to table C, and so on, InfoSphere Discovery constructs a graph of inferred relationships, much like a physical data model. This model is derived strictly by direct data analysis, without needing to provide any metadata up front. Because the relationships are inferred by direct data analysis, they might not all be correct. Think of them as candidate keys. An analyst or SME needs to review the results and approve the good relationships, before publishing the model.
After deriving the physical data model, InfoSphere Discovery generates a logical model by applying rules, or heuristics, to the graph of physical relationships. The logical models are called *data objects* in InfoSphere Discovery. Each data object has a root table and potentially one or more child tables that form a hierarchy. Data objects provide a more business-centric view of the data than the physical model, because each object tends to describe a business entity such as account or customer. For example, a data object for an entity, such as customer, might include CUSTOMERS as a root table, with ORDERS, ORDER_LINES, and SALES as children.

Reverse engineering data models provides large productivity gains. With the InfoSphere Discovery approach, you save time and reduce costs and risk mitigation, compared to traditional manual data analysis.

### 8.6.1 Primary-foreign key candidates

Primary-foreign keys (*PF Keys*) operate by certain rules, which, for performance reasons, are often not enforced directly by the database:

- Primary key columns must have a high uniqueness (also called *selectivity*), because a primary key value is not supposed to be repeated within the primary key column (or columns). InfoSphere Discovery calculates which columns have high selectivity when performing column analysis.

- Foreign key columns typically have low selectivity, because a value might be repeated multiple times, pointing to the primary key. Every foreign key value must be found in the primary key column. Exceptions to this rule are called *orphan records*, because the child exists without the parent. However, the values of a primary key do not need to be found in its foreign key columns. It is acceptable to have a parent without a child.

Consider a typical parent-child relationship, such as customers and orders. Every order (the child record) must point to a customer. Any order that does not point to a customer is an orphan. However, every customer does not need to point to an order. Some customers might not have placed any orders yet.

### 8.6.2 Discovering primary-foreign key candidates

During column analysis, InfoSphere Discovery derives the domains and value distributions for every column of every table it analyzes. To derive *PF Key* candidates, InfoSphere Discovery performs *column matches*, which calculate the amount of overlapping data values between column pairs. Then it applies a set of heuristics to determine if the relationship is strong enough to meet the requirements of a primary-foreign key pair, with a highly unique primary key, and a foreign key with a low orphan rate.
By default, InfoSphere Discovery searches for primary keys with 80% or greater selectivity on the primary key. It searches for foreign keys with an 80% or greater hit rate from the foreign key to the primary key. The analyst using InfoSphere Discovery raises or lowers these and other thresholds to match the characteristics of the data. With this method, InfoSphere Discovery finds both single-column keys and composite keys.

### 8.6.3 Displaying the results

InfoSphere Discovery displays the PF Key candidates in a graphical diagram and in a statistical grid. The statistical grid shows the degree to which values in one column match values in another column. The grid provides an easy way to see if there are orphan records or duplicate primary keys.

### 8.6.4 Data objects

Generating data objects comes after discovering the PF keys. During the Data Objects step, InfoSphere Discovery analyzes the PF Keys results, rather than looking directly at the data. It reviews the PF Key candidates and applies heuristics to determine logical groups of tables. The results indicate how tables are related in a logical hierarchy. Each data object has one root table, and it might have one or more children. Each child might have one or more children as well.

In terms of discovering PF Keys and generating data objects, while the process of proposing candidates is automated, the process of approving them is not. A data analyst or SME must review the candidate keys and candidate data objects to determine the correct ones. InfoSphere Discovery does not guarantee that it will get the right results. It might produce *false positives* or rather results with good statistics, but that are not actual relationships.
8.6.5 Performing transformation discovery

In this scenario, for Bank A to identify PF Keys in its data and then generate data objects from them, complete these steps:

1. Start Discovery Studio.
2. On the Transformation Discovery tab (Figure 8-40), highlight the Bank Acquisition project, and then click the Open Project button.
3. On the **Column Analysis** tab, click **Run Next Steps** (Figure 8-41). In the Processing Options window (inset in Figure 8-41), drag the slider down to **Data Objects**. Then click **Run**.

![Figure 8-41 Using Column analysis to select the Data Objects processing action](image)

4. Wait until the activity monitor changes from *Currently 1 Active task* to *No activity*. While the project task runs, InfoSphere Discovery locks the project to prevent changes.
5. Go to the **PF Keys** tab, and then highlight the **Bank B** data set. You see a diagram similar to the one shown in Figure 8-42. The diagram shows the PF Key candidates that InfoSphere Discovery discovered.

6. Click the solid line between **Checking** and **Branch** tables. The link represents a candidate PF Key with the following predicate:

```
BRANCH.BRANCH_ID = CHECKING.ACCOUNT_BRANCH
```
InfoSphere Discovery shows the statistics for this candidate key in the grid below the diagram. The statistics indicate that 100% of the values for the ACCOUNT_BRANCH column in the CHECKING table are found in the BRANCH_ID column of the BRANCH table. This result means that no orphan records are in the CHECKING table, with respect to the BRANCH table. All of the checking accounts belong to a branch.

Similarly, the statistics indicate that 98% of the values in the BRANCH_ID column of the BRANCH table are in the ACCOUNT_BRANCH column of the CHECKING table. That is, there are some branches without checking accounts. This result might seem unlikely at first, until you learn that some branches are dedicated to investment accounts and do not have standard checking accounts.

With InfoSphere Discovery, you can drill down to view the underlying data:

1. Click the **Show Hits** button in the toolbar. The window (Figure 8-43) that opens shows the data for the Primary BRANCH table in the upper panel and the data for the Foreign CHECKING table in the lower panel.
2. To view correlated data, select a primary or foreign row in the grid, and then click the **Focus** button. The button icon includes the image of a pair of binoculars.

![Figure 8-43 View of the underlying data by using the Show Hits button](image)
3. Select the first row in the primary table. Click the **Focus** button. Now you only see rows in the foreign table that match the BRANCH_ID of the selected row in the primary table. Click **Close** to close the data preview window.

In addition to the diagram, InfoSphere Discovery presents the PF Key candidates in a tabular report.

4. Click the **Show All PF Keys** button in the toolbar. In the Show All PF Keys window (Figure 8-44), you see a tabular report. Click **Close**.

![Figure 8-44  View of the data by using the Show All PF Keys button](image-url)
5. On the **Data Objects** tab, click the **Bank B** tab, and then select the **CUSTOMERS** table in the left pane (Figure 8-45). The diagram indicates that the CUSTOMERS table is related to the DEMOGRAPHICS and BRANCH tables.

![Figure 8-45  Data objects for Bank B](image)

PF Keys provides a view similar to a physical data model, and Data Objects provides a view similar to a logical data model.

This information is actionable. For example, if Bank A wants to archive inactive customers from the CUSTOMERS table, the data object that InfoSphere Discovery generated indicates to also archive the data from the DEMOGRAPHICS and BRANCH tables. Archiving data from the CHECKING table alone will not adequately archive all of the related data.

Bank A is satisfied. After reviewing the PF Key candidates and the data objects, the bank and its employees feel more prepared to tackle its many information-centric initiatives.
8.7 Performing value overlap analysis

For several years, before Bank A bought Bank B, both banks stayed busy propagating their data. The offshore test team needed test data for the new application they were developing. The marketing team built a data mart for predictive analytics. The data warehouse team stored everything, at least twice and indefinitely.

How can Bank A and Bank B determine where they have redundant data? The Overlaps feature of InfoSphere Discovery identifies column pairs with overlapping data values. Many overlapping values might exist, or just a few might exist. InfoSphere Discovery calculates the degree of overlap and presents the results statistically in a drill-down grid. In set theory, the calculated overlap is a classic intersection.

You represent an overlap with the following notation:

Left_Table.Column_m : Right_Table.Column_n

Some values in Column_m match some values in Column_n. Left_Table, and Right_Table must be in different data sets for InfoSphere Discovery to identify value overlaps. Overlapping results include the names of the table-column pairs, the percentage of matching values from one column to the other, and the number of rows that match each other.

When Bank A buys Bank B, Bank A wants to know how many customers it shares with Bank B. It runs overlap analysis to compare the data in Bank A with Bank B. If the bank finds a lot of matching information, such as names or addresses, many customers are probably customers of both banks.
8.7.1 Running overlap analysis

From a workflow perspective, you run the Overlaps task any time after you perform Column Analysis. Overlaps follows Data Objects in the workflow bar, but you do not need to run PF Keys or Data Objects before running Overlaps.

To run overlap analysis on the data of the bank, complete these steps:

1. Create a project similar to the Bank Acquisition project (Figure 8-5 on page 215):
   a. For Type, select **Source Data Discovery**.
   b. For the name, type a project name, such as **Bank Overlap Analysis**.
   c. At the bottom of the General group box, clear the **Use Byte Storage For String in Staging** check box.
   d. In the Password group box, clear the **Use Password** check box.
   e. Click **OK**.

2. Rename the existing data set to **Bank B**.
3. In the Edit Connection dialog box (Figure 8-46), create a data connection for Bank B:

   a. Complete the following fields:
      - Database Type
      - Database Server Name
      - Database Name
      - Port Number
      - User Name
      - Password
      - Connection URL

   b. Click the **Test Connection** button to ensure that the connection information is correct.

   c. Click **OK**. The Edit Connection window closes, and you see the **Data Sets** tab again.

![Figure 8-46 Bank data connection](image)
4. Import the following tables from the Bank schema to the Bank B data set, as shown in Figure 8-47.
   - BRANCH
   - CHECKING
   - DEMOGRAPHICS
   - INVESTMENTS
   - SAVINGS

5. Right-click the Bank B data set tab, and select Add a Data Set. Rename the new data set to Bank A.

6. Create a data connection for Bank A, as shown in Figure 8-48 on page 263:
   a. Complete the following fields:
      - Database Type
      - Database Server Name
      - Database Name
      - Port Number
      - User Name
      - Password
      - Connection URL
   b. Click the Test Connection button to ensure that the connection information is correct.
c. Click **OK**. The Edit Connection window closes, and you see the **Data Sets** tab again.

![Edit Connection window](image1)

*Figure 8-48  Bank A data connection*

7. Import the ACCOUNTS table from the Bank schema into the Bank A data set, as shown in Figure 8-49.

![Import Objects window](image2)

*Figure 8-49  ACCOUNTS table imported into the Bank A data set*
8. From the **Data Sets** tab, click **Run Next Steps**.

9. In the Processing Options window, drag the slider down to the **Overlaps** step, and then click **Run**.

10. After all of the project tasks are completed, go to the **Overlaps** tab (Figure 8-50).

   InfoSphere Discovery presents overlap results in a drill-down tabular grid. In the upper level, you see the number of data sets that are participating in the overlap analysis. For each data set, the grid shows the total number of tables and columns in each data set. Next to that information, you see the total number of overlapping columns and the total number of exclusive columns.

   In addition, you see that the Bank B data set has 39 columns that overlap with the columns in the Bank A data set. Bank B has 26 exclusive columns, which means that those columns do not overlap with any columns in the Bank A data set. The **overlapping columns** and **exclusive columns** values are hyperlinks. You click a link to view the next level of detail.

*Figure 8-50  Overlaps home page*
8.7.2 Column Summary

Under Total Overlapping Columns for Bank B, click the hyperlinked 39. You see the Column Summary page (Figure 8-51). The Column Summary page shows a grid with several statistics. All of the tables on the left side of the overlap come from the Bank B data set. The highlighted row indicates that the SS_NUM column in the CHECKING table overlaps with at least one column in the Bank A data set.

![Overlaps Column Summary page](image)

Figure 8-51 Overlaps Column Summary page

The Column Summary page does not indicate the columns on the right side of the overlap. You must drill down one more level to see the tables and columns in the other side.

The Column Summary page has the following rows:

<table>
<thead>
<tr>
<th>Data Set</th>
<th>The name of the data set holding the table in the left side of the overlap.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Table</td>
<td>The name of the table in the left side of the overlap.</td>
</tr>
<tr>
<td>Column</td>
<td>The name of the column in the left side of the overlap.</td>
</tr>
<tr>
<td>------------------</td>
<td>--------------------------------------------------------</td>
</tr>
<tr>
<td>Column Number</td>
<td>The position of the column in the table.</td>
</tr>
<tr>
<td>CDE</td>
<td>Selected if this column is defined as a critical data element.</td>
</tr>
<tr>
<td>Cardinality</td>
<td>The cardinality of this column.</td>
</tr>
<tr>
<td>Rows</td>
<td>The number of rows in the table in the left side of the overlap.</td>
</tr>
<tr>
<td>Selectivity</td>
<td>The selectivity of the column in the left side of the overlap.</td>
</tr>
<tr>
<td>Non Nulls %</td>
<td>The percentage of rows in the left table that are non-NULL.</td>
</tr>
</tbody>
</table>

A vertical bar separates the left and right sections of the page. The right section shows the overlap percentages between the left column and one or more columns from the other data sets.

An overlap represents the degree to which values in the left column overlap with values in the right column. It also represents the degree that values in the right column overlap with values in the left column. Therefore, an overlap needs two percentages: left-to-right and right-to-left.

### 8.7.3 Viewing value overlap details

To see value overlap details, complete these steps:

1. Click the **72% (57 Hits)** link in the row for the BRANCH.BRANCH_CITY column in Bank B.

   This link takes you one level deeper to the Value Overlap Detail window (Figure 8-52). Two columns in Bank A, ACCOUNTS.CITY and ACCOUNTS.BRANCH_CITY, overlap to a degree with values in the BRANCH.BRANCH_CITY column in Bank B. The Row Hit Rate statistics indicate that 74% of the values in BRANCH.BRANCH_CITY overlap with values in ACCOUNTS.CITY. Looking right to left, 94% of the values in ACCOUNTS.CITY overlap with values in BRANCH.BRANCH_CITY.
2. Select the first row for ACCOUNTS.CITY.
3. Click the Show Hits button in the toolbar.

The Matches Data Preview window (Figure 8-53) opens showing the matching values for the overlap BRANCH.BRANCH_CITY: ACCOUNTS.CITY. At the simplest level, the data preview shows the list of cities that match across both columns.

![Figure 8-53 Match Data Preview window](image)

What can the bank do with these results? A lot. Now Bank A knows where it has redundant data, and it knows how many customers are shared between Bank A and Bank B. As a whole, the results help Bank A understand the trustworthiness of each of its systems.
After performing column analysis, primary and foreign key analysis, data object generation and overlap analysis, the bank is much better prepared for any initiatives that use the data of the bank. Because most of the projects of the bank are centered around information, the implication is that InfoSphere Discovery is a useful asset that provides many benefits.

8.8 Discovering transformation logic

One year after Bank A buys Bank B, the data quality team raises questions about data quality in the data warehouse of Bank A. The data integration team developed routines to load data from Bank B into the existing data warehouse for Bank A. Recently, someone in finance noticed discrepancies in some finance reports.

Did the alleged problems result from clerical errors, bad data integration code, or something else? Currently, the bank does not know the answer. Fortunately, one of the data quality team members knows that the bank has InfoSphere Discovery. After a few phone calls and emails, the bank decides to use InfoSphere Discovery to reverse engineer transformations between the Bank B data and the Bank A data warehouse.

After reverse engineering the transformations, the discovery team helps the bank use the information to validate the flow of data from Bank B to the data warehouse. If the team finds bad transformations, or bad data, the appropriate teams can fix them. Fortunately, Bank A uses IBM InfoSphere QualityStage and InfoSphere DataStage. The discovery team can send the results from InfoSphere Discovery to IBM InfoSphere FastTrack and then to InfoSphere QualityStage or InfoSphere DataStage. When the transformations are in those products, the discovery team is one step closer to fixing the problem.

The transformation analysis feature of InfoSphere Discovery is perfect for this scenario. When you point it to a source and target, it analyzes the data and tells you how to move the data from the source system to the target system. The transformation results for each target column are easy to understand, because they are expressed as Structured Query Language (SQL) transformations.
8.8.1 Performing a transformation discovery

To perform transformation analysis on the data for Bank A, complete these steps to help you discover transformations from the Bank B data to the Bank A data warehouse:

1. Open the transformation analysis project called Bank Acquisition. You already ran the Column Analysis, PF Keys, and Data Objects steps.

2. Click Run Next Steps.

3. In the Processing Options pane (Figure 8-54), click and drag the slider in the lower right pane to the Maps step. Click Run.

Figure 8-54  Processing Options for Maps
While the project runs, the project remains locked as indicated by the message shown in the example in Figure 8-55. At first, no maps exist.

![Target Matches showing that project is locked](image)

**Figure 8-55  Target Matches showing that project is locked**

### 8.8.2 Reviewing maps

When the transformation discovery process is complete, several table maps are shown on the **Maps** tab (Figure 8-56 on page 271).

The **Maps** tab has a subworkflow, which includes the following six items:

- **Summary**: Indicates the source and target tables and all of the transformations.
- **Joins**: If there is more than one source table, you define the join condition in this area.
- **Bindings**: The join condition that aligns the source and target rows.
- **Where Clause**: An SQL WHERE clause, if needed, for the source tables.
- **Transformations**: A target-level view of the transformations.
- **Reverse Pivots**: Define pivot groups when your map requires a reverse pivot.
To view a map, complete these steps:

1. From the four maps for this project (left pane in Figure 8-56), select the first map, **Map_1_DO_CHECKING** (with other characters after it). The details of the map are displayed in the right pane.

The diagram indicates that Map_1_DO_CHECKING uses the DEMOGRAPHICS table and the CHECKING table as sources. The only target table in this project is ACCOUNTS, meaning that all maps will use ACCOUNTS as the target.
2. Click the **Show Map SQL** button. A window opens similar to the one in Figure 8-57. This window shows, in one long SQL statement, the transformations for all of the target columns in the map.

![Show map SQL](image)

**Figure 8-57**  Show map SQL

3. Close the Show Map SQL window.

**Joins**

Click the **Joins** tab (Figure 8-58). The two source tables, DEMOGRAPHICS and CHECKING, have the following join condition:

DEMOGRAPHICS JOIN CHECKING ON (DEMOGRAPHICS.ACCOUNT_HOLDER_ID = CHECKING.ACCOUNT_HOLDER_ID)

![Maps Joins page](image)

**Figure 8-58**  Maps Joins page
With InfoSphere Discovery, you can join the two source tables, because it knows the PF Key between these tables.

**Bindings**

Select the **Bindings** tab (Figure 8-59). The binding condition is a join that aligns records in the source and target tables. Even if your source and target tables are in different platforms or database systems, InfoSphere Discovery copies the source and target data to the staging area. By copying the data to the staging area, InfoSphere Discovery can apply the binding condition between the source and target tables, regardless of where they reside.

![Figure 8-59 Maps Bindings page](image)

When InfoSphere Discovery runs the transformation analysis, it automatically copies the source and target data to its staging area. Copying the source and target data to the staging area can be problematic, such as for performance reasons or because of limited database storage capacity. In this case, use the logical table feature in the Data Sets area to define data samples before you run the transformation analysis. On the bank data, you can define a sample based on customer names or regions.

Map_1_DO_CHECKING has the following binding condition:

(CHECKING.SS_NUM = ACCOUNTS.SS_NUM)
InfoSphere discovered and tested several possible binding conditions, including the following conditions:

- (CHECKING.STATE = ACCOUNTS.STATE) AND (CHECKING.ZIP = ACCOUNTS.ZIP) AND (DEMOGRAPHICS.ADDRESS = ACCOUNTS.ADDR1) AND (DEMOGRAPHICS.MARITAL_STATUS = ACCOUNTS.MARITAL_STATUS) AND (DEMOGRAPHICS.ZIP = ACCOUNTS.BRANCH_ZIP)
- (CHECKING.ZIP = ACCOUNTS.ZIP) AND (DEMOGRAPHICS.ADDRESS = ACCOUNTS.ADDR1)
- (DEMOGRAPHICS.ADDRESS = ACCOUNTS.ADDR1)
- (CHECKING.ZIP = ACCOUNTS.ZIP) AND (DEMOGRAPHICS.ADDRESS = ACCOUNTS.ADDR1) AND (DEMOGRAPHICS.MARITAL_STATUS = ACCOUNTS.MARITAL_STATUS)

InfoSphere Discovery tests each condition and determines that the best one is the condition based solely on SS_NUM. It calls the best condition the primary binding condition. The others are called alternative binding conditions. It uses the primary binding condition when it discovers transformations for this map. To use a different binding condition, you select the condition and rerun the transformation step.

Each potential binding condition comes with several statistics. For example, each binding condition has a type. The type indicates how the source rows are related to the target rows. There are four types:

**One-To-One**
- Each row in the source relates to one row in the target.
- For example, each customer in the source exists one time in the target. This type is usually the simplest type of map to understand.

**One-To-Many**
- Each row in the source relates to many rows in the target.
- This type of map might become a reverse pivot.

**Many-To-One**
- Many rows in the source relate to one row in the target.
- Aggregations are usually many-to-one.

**Many-To-Many**
- Many rows in the source map to many rows in the target.
- This type of binding condition is difficult to turn into a map, because InfoSphere Discovery cannot pinpoint which source rows map to which target rows. This type of binding condition requires more refinement to turn it into one of the other types.
The **Bindings** tab includes the following other helpful statistics:

**Target Hits**
The number of target rows after applying the binding condition. The percentage reflects the number of target entities found in the source.

**Target Bound Selectivity**
The selectivity of the combined target columns used in the binding condition.

**Source Hits**
The number of source rows after applying the binding condition. The percentage reflects the number of source entities found in the target.

**Source Bound Selectivity**
The selectivity of the combined source columns used in the binding condition.

The binding condition type and statistics help you understand the quality of the binding condition. If you see low hit rates or low selectivity, you might not be matching the source and target rows correctly. Another possibility is that your data samples do not match. You might not be pulling the same slices of data from the source and target systems.

You can see the rows in the source and target that meet the binding condition by viewing the hits and misses. Hits are rows that exist in the source and target, based on passing the binding condition. Misses are rows that are in one system (source or target), but not in the other.

**Transformations**
Select the **Transformations** tab. The transformation results are in a grid similar to the example shown in Figure 8-60.

Each row of the grid represents a column in the target table, ACCOUNTS. The six columns in the grid describe the transformations:

- **#**
The column number of the target column. For example, 1 represents the first column in the target table.

- **Target Column**
The name of the target column.

- **Primary Transformation**
The transformation, described in SQL. Alternative transformations might exist. To see if any alternative transformations exist, expand the tree by clicking the + next to a transformation.

- **Hits**
The percentage (and literal number) of target rows that satisfy the transformation.
Misses
The percentage (and literal number) of target rows that do not satisfy the transformation.

Notes
Optional free-text notes.

InfoSphere Discovery finds many kinds of transformations. Figure 8-61 on page 277 illustrates the kinds of transformations it discovers. The simplest transformations are constants or one-to-one mappings. For example, the second column in the target table is SS_NUM. InfoSphere Discovery can populate it 100% of the time by inserting the value from CHECKING.SS_NUM.

You see a more complex transformation in column 12, Profession. The transformation is a CASE statement that reads as follows:

```
CASE WHEN CHECKING.STATE in ( 'FL', 'GA', 'LA', 'SC', 'TX', 'VA')
    THEN DEMOGRAPHICS.PROFESSION ELSE 'NA' END
```

This statement looks at the state of the account holder. If the state is in the list, the rules states that the target must be populated with the profession of the account holder from the DEMOGRAPHICS table. If the state is not in the list, the target is populated with NA. At first, you might not know if the transformation is valid.
Why is a rule for a column, such as Profession, based on a state? You might need to perform research to find the answer as indicated by the following steps. Upon further research, you might discover that some states prohibit using certain demographic data such as profession.

1. From the results shown in Figure 8-60 on page 276, select the third row, **NAME**. The transformation is a one-to-one map from CHECKING.NAME. The statistics (Misses) indicate that 3.51% of the target rows do not meet the rule. After you match the source and target rows with the binding condition, SS_NUM, some names do not match.

2. Click **Show Misses** to view the names that do not match.

You see a list similar to the example in Figure 8-62 on page 278. Closer inspection of the data indicates that the people are the same, but their names are spelled slightly differently. The given name of one person is *lona* in the target, but *Ionette* in the source. The given name of another person is *Jackie* in the target, but *Jacqueline* in the source system.
3. Select **Tools → Reports → Project Report** to generate a project report.

4. In the Report Options window (Figure 8-63), for Project Type, select **Excel**, and then, for Report Location, enter a path to the `c:` drive. Then click **OK**.

![Figure 8-63  Project report location](image)
The report contains all of the column analysis results, PF Keys, data objects, and transformations. Figure 8-64 shows an example of documented transformations from the map, Map_1.DO_CHECKING. You send a copy of the report to your data quality team and indicate where you found data quality problems.

![Map_1.DO_CHECKING_To.DO_ACCOUNTS._1475734479](image)

**Description:** Map for the target table ACCOUNTS

**Created on May 21, 2011 at 3:58:58 AM for randy**

<table>
<thead>
<tr>
<th>Source Tables</th>
<th>Target Table</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHECKING, DEMOGRAPHICS</td>
<td>ACCOUNTS</td>
</tr>
</tbody>
</table>

### Primary Join

<table>
<thead>
<tr>
<th>Join String</th>
<th>Joined Rows</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEMOGRAPHICS JOIN CHECKING ON ACCOUNT_HOLDER_ID =</td>
<td>1101</td>
</tr>
<tr>
<td>CHECKING ACCOUNT_HOLDER_ID</td>
<td></td>
</tr>
</tbody>
</table>

### Primary Binding Condition

<table>
<thead>
<tr>
<th>Binding Condition</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHECKING.SS_NUM = ACCOUNTS.SS_NUM</td>
<td>-1</td>
</tr>
</tbody>
</table>

### Transformations By Type

<table>
<thead>
<tr>
<th>Complex Expressions</th>
<th>Transformation Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>Column Expressions(Copy Over)</td>
</tr>
</tbody>
</table>

### Transformations By Confidence Levels

<table>
<thead>
<tr>
<th>Confidence Level</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>100%</td>
<td>13</td>
</tr>
<tr>
<td>90-99%</td>
<td>4</td>
</tr>
</tbody>
</table>

### Primary Transformations

<table>
<thead>
<tr>
<th>Status</th>
<th>Target Column</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not Approved</td>
<td>RECORD_ID</td>
</tr>
<tr>
<td>Not Approved</td>
<td>SS_NUM</td>
</tr>
<tr>
<td>Not Approved</td>
<td>NAME</td>
</tr>
<tr>
<td>Not Approved</td>
<td>ADDOR1</td>
</tr>
<tr>
<td>Not Approved</td>
<td>ADDOR2</td>
</tr>
<tr>
<td>Not Approved</td>
<td>CITY</td>
</tr>
</tbody>
</table>

**Figure 8-64  Project report example**

You have now completed a successful project. You uncovered bad data in several columns. Bad address data caused some statements to go to the incorrect addresses. Bad name data caused the bank to address customers by the wrong names. You documented the rules by generating the project report, and you sent discrepancies to the appropriate groups for data fixes.

Transformation analysis goes deeper than you learned in this bank project, but what you did in this project was good enough to meet your objectives.
8.8.3 Exporting transformation results to InfoSphere FastTrack

The current data integration code that loads the data warehouse ACCOUNTS table is written in COBOL. The existing code uses several routines that are hard to understand and debug. Fortunately, we used InfoSphere Discovery to find a direct path from the source tables to the target. Now Bank A knows the underlying SQL transformations to populate the ACCOUNTS table in the data warehouse.

At a meeting recently, the data integration team decided to modernize the data integration process and rewrite it with InfoSphere DataStage. Fortunately, the data integration team can use the mapping results to write the new job. You send them an InfoSphere FastTrack export of your maps, so that they can import them into InfoSphere DataStage:

1. From the Discovery Studio menu, select Project → Export → FastTrack Mapping CSV.

2. In the window similar to the one in Figure 8-65, select a file location, and then click OK. InfoSphere Discovery exports one file for each map to the location you specified. The files are in comma-separated values (CSV) format.

3. Send these files to the data integration team.

*Figure 8-65  InfoSphere FastTrack mapping export*
8.9 Conclusion

In conclusion, this chapter explained how to discover data relationships by using InfoSphere Discovery. Specifically, this chapter explained the steps to perform column analysis, identify and classify sensitive data, assign business terms to physical assets, perform value overlap analysis, and discover transformation logic.

Chapter 9, “Data quality assessment and monitoring” on page 283, focuses on data quality assessment and monitoring using IBM InfoSphere Information Analyzer.
Data quality assessment and monitoring

This chapter focuses on assessing and monitoring data quality. An important factor in metadata management is establishing a set of acceptance criteria and corrective measures to standardize data formats, ensure data quality, and completeness of data. These guidelines help in meeting corporate or regulatory requirements for information governance and are a key piece during implementing an information integration solution.

This chapter explains how to use IBM InfoSphere Information Analyzer, one of the IBM InfoSphere Information Server product modules, to assess and maintain data quality. It includes the following sections:

- Introduction to IBM InfoSphere Information Analyzer
- InfoSphere Information Analyzer data rules
- Creating a rule
- Data rule examples
- Data rules and performance consideration
- Rule sets and metrics
- Monitoring data quality
- Using HTTP/CLI API
- Managing rules
9.1 Introduction to IBM InfoSphere Information Analyzer

InfoSphere Information Analyzer plays a prominent role in the *understand* phase of an information integration project.

9.1.1 InfoSphere Information Analyzer and information governance

Trusted information is in the core of many business initiatives. It is one of the foundations for decision-making processes and initiatives to optimize revenue opportunities. It enables the creation and nurture of collaborative business processes and empower the risk and compliance initiatives of an organization. A primary drive of information governance is the ability to establish the framework of organization, technology, and process that promotes the creation and maintenance of trusted information.

Information quality is a mission that encompasses the entire information life cycle. From source to the ultimate destination, data goes through a long sequence of pipes and jobs that convert it from one form to another and move it from one container to the next. Along this chain of processes are numerous opportunities for things to break, to go astray, and to produce wrong and unreliable data. Information governance is put in place to minimize such occurrences and optimize resources to achieve the best possible results toward building trust in the information.

InfoSphere Information Analyzer supports an evolutionary process of knowledge creation at all levels as shown in Figure 9-1 on page 285. The base for understanding is learning the facts, using profiling to find all that is to be known about the data, one column at a time. Knowledge evolves by extracting patterns and developing data rules to monitor the quality of data. Values are attached to patterns and presented as metrics for management to act upon, to evaluate the cost benefit of decisions and actions, and to measure the progress of their plans execution.
InfoSphere Information Analyzer has a role in all phases of data processing from the start, analyzing the data source, all the way to monitoring the quality of data that goes into management reports and decision making models.

InfoSphere Information Analyzer supports the entire life cycle by helping oversee the creation and use of highly trusted information (Figure 9-2 on page 286). Starting at the source (1 in Figure 9-2), data comes in, from internal or external sources, and is profiled and screened for errors. Going through processing and transformation to feed the various data initiatives (2 in Figure 9-2), whether they use Master Data Management, Data Warehouse, Analytics, or other applications, the output of these processes is analyzed and screened for errors.

InfoSphere Information Analyzer looks for erroneous codes and values as they might result by coding errors or unanticipated input. The information gleaned by the analysis and data rules is used to inform the business about the quality and risk associated with the data (3 in Figure 9-2). This information is also used to inform the information governance authorities (4 in Figure 9-2) about the progress the company is making advancing information quality objectives.
9.1.2 InfoSphere Information Analyzer and InfoSphere Information Server

InfoSphere Information Analyzer is an integral product module to the InfoSphere Information Server suite. As such, it benefits from the common services available in the suite including administrative services and security, a parallel execution engine, and shared metadata repository. With this integration, users of InfoSphere Information Analyzer can contribute to the metadata enrichment effort. They can share knowledge acquired in the data analysis process with other individuals downstream such as analysts, developers, and administrators.

InfoSphere Information Analyzer is integrated into the InfoSphere Information Server suite. It includes the following features:

- One application server running a set of suite and product-specific services
- One dynamic repository to capture all metadata in a shared common model
- One operational repository that unifies the collection of runtime events or metadata
- One or more IBM InfoSphere DataStage parallel engines because most processing is carried out by the parallel engine
9.1.3 Metadata data repository

InfoSphere Information Analyzer uses the common metadata repository that is shared by all of InfoSphere Information Server suite components. As noted previously, the repository contains metadata for many objects including actual, physical data sources. Each type is organized in a hierarchy of objects in an increasing level of granularity. This metadata is used by InfoSphere Information Analyzer to identify the data sources it should be applied to.

The metadata for data sources is organized into a hierarchy, starting with hosts at the top level going down to databases, schemas, tables, and columns, as shown in Figure 9-3. Whether you bring in metadata by using the metadata management and import facility for InfoSphere Information Analyzer or by using metadata broker directly into the repository, this hierarchy is the order in which metadata is discovered and imported. It is also the order in which you will see the resources in a tree view when you select data to apply analysis on or select columns to bind to logical variable in the data rules.

![Metadata hierarchy in a metadata repository](image)
The metadata for these data source objects imported into the repository is visible and accessible by the different InfoSphere Information Server components as needed. This hierarchy of objects is reflected in the repository structure as shown in Figure 9-4.

![Figure 9-4 Data assets hierarchy or inventory view from InfoSphere Business Glossary](image)

By using the shared metadata repository and source objects within multiple suite components, you can share information between those components and enhance collaboration between stakeholders. For example, you might reference the shipping address (Address_ShipTo) table in an IBM InfoSphere FastTrack mapping specification. This specification is then used in an IBM InfoSphere DataStage job and in an information analysis job.

A data analyst might review analysis results and create annotations and notes for a column or table in the metadata repository for business and other users to view. A project administrator for InfoSphere Information Analyzer publishes the analysis results, making them available to InfoSphere DataStage users to read and use. A developer can view the notes or annotations created by the data analyst and make design decisions based on the findings of the analyst. These notes might include information about data that contains nulls, special characters, invalid codes, or other data phenomenon. Regardless of the findings, this information highlights what the data contains and helps the developer deal with the potential problem data rather than run into the unexpected.

For example, the data analyst might suggest that the data type of a particular column in the table must be changed or that a table must have a foreign key established. Alternatively, the data analyst might suggest that a table has nonvalid values that job developers must be made aware of. As another example, a developer reviews the notes from the data analyst. The developer sees that the data analyst created a mapping specification in InfoSphere FastTrack that
mapped columns and terms in the Bank_Accounts table to columns and terms in two other tables to extend and transform the data. The developer retrieves the job that was generated in InfoSphere FastTrack. Then the developer uses the generated job to extend the existing job that is associated with the Bank_accounts table. The hierarchy of objects remains intact.

9.2 InfoSphere Information Analyzer data rules

A primary thrust of an information governance initiative is data quality. All drivers of information governance rely on the premise that the information we report and use to make decisions is reliable and of high quality, meaning it is correct, complete, precise, and timely. Such drivers include risk avoidance, compliance, and enhanced and improved decision making. Organizations cannot afford the risk of bad data and, therefore, must be on guard constantly to avoid errors and prevent their ill effect.

InfoSphere Information Analyzer supports data analysis, profiling, and data rules. The profiling function performs detailed column analysis, extracting all possible information about data column by column. Analysis results include value distribution, pattern distribution format, length distribution, and more. An analyst evaluating the analysis results can determine if there are data issues, values out of range, wrong code values, nulls or non-unique identifiers, and more. In addition, the analyst performs primary and foreign key analysis, validating that primary keys exist and are unique and that data integrity is not violated.

Although data profiling does well in analyzing data and communicating everything about the data, businesses often have specific requirements. They want to know that the data meets certain data standards of quality. They want to know that all codes in a column are valid and, if not, that they identify the violating records. They want to know that data integrity is maintained and that all values are within an agreeable range. They want to know that summary reports reflect information from all sites, all stores, and all branches and that no information is missing. Also, when data does not meet these requirements, they want to know, and they want the violators to be identified.

By using data rules, you can specify the conditions that you want the data to meet and test the data for conformance with these conditions. Data rules can take many forms. A data rule can be as simple as validating that a data item is not null, is of a certain type, or is within a given range. Data rules can also be complex, involving matching values to a given patterns and formats or multiple data sources with specified join conditions.

By having defined such conditions, InfoSphere Information Analyzer, using InfoSphere Information Server connectivity services and the parallel execution
engine, scans the data in the data source and identifies records that do not meet the conditions. Often, a record might violate more than a single condition. Combining data rules into data rule sets enables checking data simultaneously for multiple conditions. Running a data rule set can reveal an individual rule violation and a multirule violation, revealing patterns and dependencies that otherwise might remain hidden from the common analyst.

Statistics and exception details are usually insufficient for providing management with insight into the cost or impact of potential issues. Management will ask for a summary as in the following examples:

- How do you summarize our data quality situation?
- Are we doing better or worse?
- How much does bad data cost us?

Management wants to see a single number, indicator, or metric. Metrics provide the capability to summarize rule execution results into a single figure and possibly translate it from units of errors to units of cost, labor, or lost sales.

As alluded to previously, the stakes in data quality are high. Data quality rules represent corporate knowledge that is formed by business and IT people who represent corporate experience and understanding of the data, systems, and organizations that use the data. Data rules reflect the particular ways that an organization conducts business, runs operations, and reports on them. Data rules are created after analysis of the impact that data quality might have on the operational and financial performance of an organization. The rules usually originate from business units that have a stake in data quality and are controlled and monitored by these units.

Business rules that are expressed in plain language must be translated into a formal representation, by using the functions and operators provided by InfoSphere Information Analyzer. Rules are validated and tested before they are used. Following these initial steps of creating and approving data rules for use, rules are applied to monitor the quality of data streams. The detection of trends that reflect a systemic problem and deterioration in data quality must trigger an initiative to identify the source of the problem and issue a corrective response.

### 9.2.1 Roles in data rules and data quality management

Data rules and data quality management has four types of roles: data rule owner, steward, developer, and administrator. These roles can be loosely mapped into InfoSphere Information Analyzer roles as the rule manager role (for both owner and steward), the rule author role (for developer), and the rule administrator role (for administrator).
Data rule owner
The data rule owner is a business person, such as a functional unit manager. This person is responsible for the data quality and integrity in their particular domain and ensures that the data rules protect the business operations and processes. The data rule owner has the following responsibilities:

- Oversees operations and business processes within their area of operation and as such for the completeness, correctness, relevance, and timeliness of the data that the operation consumes or produces.
- Identifies sensitive data and articulates the rules that are required to maintain a specified data quality standard.
- Updates the rules, sets threshold values, and initiates actions when rules execution results show that quality measure surpass threshold values.

Data rule steward
The data rule steward is a business or IT person who is responsible for managing the rule. Specifically, the data rule steward has the following responsibilities:

- Ensures that data rule remains congruent with its source policies and objectives.
- Proposes changes to the rules and documents and explains the reason for and effect of these changes.
- Proposes retirement of rules and documents the reasons.
- Ensures that all required rule definition and properties have been documented according to established standards, including business processes in which each rule is in effect.
- Ensures that rules are uniformly applied across the company.

Data rule developer
The data rule developer is a technical person. This person is responsible for translating a data rule expressed in natural language that is submitted by the data rule owner and the steward into a formal rule expression to be used by the system. The rule developer expresses the rule in a way that provides optimal performance. The rule developer tests the rule definition and makes any changes that are necessary to reflect the intent of the rule and reliably provide the desired results.

Important: The roles must be assigned to different individuals to ensure checks and balances of the process. The only exception is that the data rule steward and the data rule developer can be the same person.
The rule developer monitors the performance of the rules and makes any adjustments to the definition of the rule or other system aspects to guarantee optimal performance.

**Data rules administrator**

The data rules administrator is an IT person with administrative rights for data rule management. The data rules administrator maintains the integrity of the rule repository and assigns access permissions to individuals who are authorized to handle data rules.

### 9.2.2 Properties of the InfoSphere Information Analyzer data rules

InfoSphere Information Analyzer provides a broad range of features to support rule creation, maintenance, and deployment processes. InfoSphere Information Analyzer rules have the following properties:

<table>
<thead>
<tr>
<th>Property</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logical definition</td>
<td>Initial definition of a rule is a functional expression that does not require any knowledge of the data. Logical expression uses logical variables. The system enables syntactical validation of the rules.</td>
</tr>
<tr>
<td>Reusable</td>
<td>Logical rule definition can be bound to different data sources, creating multiple executable data rules. When changes are made to the logical rule definition, those changes apply to all the executable data rules without requiring any updates to those data rules.</td>
</tr>
<tr>
<td>Quickly evaluated</td>
<td>Rules can be tested interactively against real or test data to determine whether they meet rule business requirements.</td>
</tr>
<tr>
<td>Flexible output</td>
<td>A user can tailor rule output, specifying the statistics to be produced and how exception information should look.</td>
</tr>
<tr>
<td>Historical</td>
<td>Rule execution results can be retained over a long time and analyzed to reveal trends or patterns.</td>
</tr>
<tr>
<td>Managed</td>
<td>Rule status can be defined according to the phase in the development process (draft, accepted, and so on.)</td>
</tr>
<tr>
<td>Categorical</td>
<td>Rules are organized into folders that can be used to classify rules by project, subject area, type of test, types of data, frequency of execution, and so on.</td>
</tr>
<tr>
<td>Auditable</td>
<td>All changes made to rules are recorded, enabling the identification of who modified a rule and when.</td>
</tr>
</tbody>
</table>
9.2.3 Data rules management

A basic premise that the organization needs to adopt is that data rules represent knowledge assets. The rules develop and evolve over time and reflect the specific structure, operations, plans, and strategy of the organization. Rules, rule sets, and metrics are applied on relevant and key business data and reflect the values of an organization.

Usually a rule originates with a business person, such as a data analyst, who is concerned with the quality of information that they use in their daily operations and decision making processes. This person wants assurance that the data they are using is correct and complete. Establish the criteria relevant to key data such as the following examples:

- The customer name must be complete (that is, no blank values), and zero tolerance for error is allowed.
- If the order status is canceled, the ship date must be blank. A 2% tolerance for error is allowed because the cancelation might occur after shipment.

A data analyst might set tolerances around key business indicators (KBI) based on the perceived value or impact to the organization. For example, key attributes might be missing for a customer, a patient, or a product, which is significant. If the attributes are missing descriptive text or a demographic flag, the data analyst might be unable to perform some levels of analysis. However, because this missing information does not stop a business, the tolerance is much higher.

The previous general statements are translated into more explicit requirements on specific data elements. For example, consider that these values represent an aggregation of reports from 30 locations, where each location reports on tens of different data items. With the help of a business analyst, these rules can be translated into the following verbal expression:

- Summary report must include daily reports from all 30 locations.
- No more than 2% of the total items reported by the locations can have a missing or null value.

A rule developer turns these requirements into a formal expression by using variables, operators, and functions that are made available by the system. This formal expression can be submitted to the machine and applied to the data. The expression entails identifying the proper data element to be bound to the rule and testing whether the rule is correct. When the developer and the steward are satisfied with test results, and the rule owner approves, the rule is placed in the folder of executable rules. The rule is then scheduled for execution on a periodical basis as determined by the nature of the data flow and the quality requirements established by the rule owner.
Creating a rule

Creating rule entails the following steps:

1. **Articulate the rule and threshold values.**

   A business initiates a rule by establishing certain conditions that it expects the data to satisfy in order for it to be useful and reliable. It also establishes threshold values for acceptable levels of erroneous data or rule violations. A rule is specified in a business language by using known terminology and by following accepted guidelines for rule expression.

2. **Perform analysis and assess the validity of the rule.**

   A business analyst or rule steward translates the business requirements into more formal IT requirements. They identify the data source, tables, and columns that will be used to realize the rule, and they create a functional expression of the rule.

3. **Create rule definition and test rule.**

   A rule developer translates the rule into a formal InfoSphere Information Analyzer rule expression by using the functions and operators provided by...
InfoSphere Information Analyzer. The developer establishes links to the actual data set and tests the rule against sample data or test data prepared for that purpose. The rule expression is debugged and modified until the developer is satisfied that the results represent the intent of the rule and that the performance is acceptable.

4. Evaluate test results.

The rule developer and the business analyst review and evaluate test results to determine that the rule was implemented correctly and will yield the desired results. If they are not satisfied, they go back to the analysis and formulation stage until the results meet the requirements. Otherwise, they will find alternative rule expression to achieve the same objective.

5. Create an executable data rule, and submit it for scheduling.

The tested rule definition is used to generate an executable data rule. It is bound to the actual data sources and is placed in an executable data rules folder. The administrator is notified of the new rule and on the schedule on which the rule must be run.

6. Schedule rule execution.

The rule administrator receives information from the rule developer or steward and places it on an appropriate schedule for execution.

**Authoring data rules**

Natural language is often sloppy and ambiguous. A rule expressed in natural language can often be misinterpreted by a developer, resulting in an inaccurate or wrong functional representation that translates into incorrect execution results.

*Data rules* are statements of constraints and conditions that the data is expected to meet. A statement that the value of a certain column exists, is numeric, or is smaller or bigger than a given value is evaluated. Records that do not meet this condition are flagged. InfoSphere Information Analyzer does not apply any changes to the data, but evaluates whether the conditions are satisfied.

Rules must be reviewed and refreshed periodically. Changes in data flows, systems, and platforms require that rules are adjusted to the new environment as changes occur. Often changes are subtle and do not trigger impact analysis. The analyst must review the elements on the path to the data that is used by the rule to identify any changes. The analyst must also evaluate their potential impact on the rule result and execution performance.

Data rules can be simple, involving a single operator on a single column, or complex, involving different functions, operators, and data elements from multiple tables. Usually a rule is detailed by a subject matter expert (SME) who is the owner or steward of the domain and then translated into formal expression by a
developer. The language used to define a data rules must be carefully crafted to avoid misinterpretation. Data rule definitions must be complete and expressed in a clear and unambiguous language.

9.2.4 Rule definition guidelines for data quality

Guidelines can help you to name and define rules. This section includes the following guidelines:

- Rule naming guidelines
- Rule definition guidelines

**Rule naming guidelines**

The creation of a rule naming convention is essential to a successful implementation of a rule management system. Rule names must convey what the rule is about. In an environment with hundreds of rules, consider classifying rules so that they can be grouped in a manner that rules can be easily associated with an owner, operation, or schedule and can then be located. Good naming conventions promote the reuse of rules.

Establishing naming conventions is up to the individual organization. Use the following guidelines when developing naming standards:

- Rule definitions, rules, and rule sets cannot have the same name.
- Rules in different projects can have the same name.
- Ensure that names of all published rules are unique.
- Associate the project name with a functional area of the groups to which these rules will apply.
- Use the structure `Prefix-Name-Suffix` for the name of the rule:
  
  **Prefix**  
  Used for sorting and classification. Use agreeable and common abbreviations, for example: ERM (Enterprise Risk Management), MKT (Marketing), and ORD (Orders).

  **Rule Type (optional)**  
  RD=Rule Definition, DR=Data Rule, RS=Rule Set.

  **Frequency (optional)**  
  Indicates when the rule is executed and can help with the grouping of rules for batch execution, for example: DLY, WK, and MON.

  **Number (optional)**  
  Can be used to keep track of the rules that you are going to develop. It must match the logical rules number that was used in the design specification. It can also be used to determine the order in which the rule will be executed.
### Name of the Rule

A combination of terms that identify the subject data element and the purpose of the rule, for example: SSN_Pattern, SSN_Unique, Customer_Number_Exist, and Code_Valid.

### Suffix

Version, rule type, or sequence.

Putting it all together, two rule definitions are used to monitor weekly the number of gold and platinum customers:

- MKT_01_RD_WK_GoldCustomer_Qualify_V01.1
- MKT_02_RD_WK_PlatinumCustomer_Qualify_V01

### Rule definition guidelines

A rule definition is created for a range of users. A developer must have a clear understanding of what the rule is expected to do and translate the definition into a formal, executable expression. For all users, rule definition must be clear and unambiguous. For example, business users might come across a rule over time and need to understand the purpose of the rule.

Use the following guidelines for rule writing:

- Write rules in a declarative non-procedural language.
- Ensure that data rules can be readily understood by any qualified person, with no room for ambiguity or misinterpretation.
- Use “must” and “only” keywords in the expression of rules.
- Avoid extra wording for emphasis, they do not add any additional meaning and can only confuse the reader.
- Express data rules in a positive statement. Indicate the conditions that the data must satisfy, rather than the conditions that must be avoided. This wording simplifies the expression of rules and makes the analysis of results more uniform and consistent, identifying those records that did not meet the rule conditions.

### 9.3 Creating a rule

The process of creating a data quality rule involves several steps from definition to deployment. This section highlights the following tasks:

- Creating a rule definition
- Testing a rule
- Generating data rules
9.3.1 Creating a rule definition

Rule definition is the logical formal definition of a rule. A rule definition is a template of logic pattern that you want to explore. You can use a single rule definition to generate multiple data rules by binding the logical variables to different data sources. Every data rule generated from a rule definition requires adjusting the other rule elements, such as join conditions, where applicable, and output columns.

Rule definition specifications
To start a new rule definition, click **Data Quality** on the task menu. A rule definition page (Figure 9-6) opens with the required attributes of rule name and short and long description. It also indicates the creator, data steward, and developer, who are the stakeholders that see through the creation of a rule.

![Figure 9-6 Rule definition overview pane](image)

Logical rule expression
The logical rule expression is created on the **Rule Logic** tab. A *logical rule expression* is a formal expression that is executable by the engine. It involves the specification of logical variable, checks, and functions that form a constraint on the data that you want to check.
**Logical variables**

*Logical variables* are labels, parameters, or place holders for a physical data column to be connected to later. Often general-purpose rules use generic names such as *SourceDate* or *variable1*. Such rules include the “existence” rule, rules that check that a value is not null, or rules that can be applied to a range of data elements. In cases where a rule is applied to certain types of data, such as an identifier or address, it does make sense to name the logical variable to reflect the content that you intend to validate.

Another option is the use business glossary terms, from InfoSphere Business Glossary, as logical variables. Terms in InfoSphere Business Glossary are well-defined and should not cause confusion about which data to include in the rule. Often, glossary terms are already assigned to data elements that realize the concept, which can help to identify the physical data column to be bound to the variable. The assignment of a data asset to a term does not result in automatic binding. However, in cases where it is difficult to identify the correct data element to bind to the variable, this information about data asset assignment might help to make the proper identification.

Usage of InfoSphere Business Glossary terms must be a standard practice whenever possible when implementing data rules for InfoSphere Information Analyzer.

Sometimes, using original business terms is insufficient and must to be qualified. For example, you need to create a rule definition to compare the current account balance with the account balance in a previous month-end. Most likely, account balance is defined once in the business glossary. You need to qualify the “account_balance” business term by adding an appropriate suffix. This way, you have two distinct variables: account_balance_today and account_balance_previous_month_end. Make sure to document all used suffixes.

**Functions and checks**

InfoSphere Information Analyzer provides the following selection of functions and checks to rule developers:

- `> ` Checks to see if the source value is greater than the reference data.
- `>= ` Checks to see if the source value is greater than or equal to the reference data.
- `< ` Checks to see if the source value is less than the reference data.
- `<= ` Checks to see if the source value is less than or equal to the reference data.
Contains  Checks the data to see if it contains part of a string. The check returns \texttt{true} if the value represented by the reference data is contained by the value represented by the source data. Both the source and reference data must be of the string type.

Exists  Checks the data for null values. The check returns \texttt{true} if the source data is not null and \texttt{false} if it is null.

\texttt{In\_reference\_column} Checks to determine if the source data value exists in the reference data column. For this check, the source data is checked against every record of the reference column to see if there is at least one occurrence of the source data.

\texttt{In\_reference\_list} Checks to determine if the source data is in a list of references, for example \{'a','b','c'}.

\texttt{Is\_date} Checks to determine if the source data represents a valid date. For this type of check, you cannot enter reference data.

\texttt{Is\_numeric} Checks to determine if the source data represents a number. For this type of check, you cannot enter reference data.

\texttt{matches\_format} Checks to make sure that the data matches the format that you define, as in the following example:

\begin{verbatim}
IF country='France' then phone matches_format '99.99.99.99.99'
\end{verbatim}

Both source and reference data must be strings.

\texttt{matches\_regex} Checks to see if the data matches a regular expression, such as the following example:

\begin{verbatim}
postal\_code matches\_regex '^[0-9]{5}$'
\end{verbatim}

Both the source and reference data must be strings.

\texttt{Occurs} Checks to evaluate if the source value occurs as many times as specified in the reference data in the source column. The reference data for this check must be numeric. For example, in the firstname column, “John” appears 50 times and the rule logic is written as firstname occurs <100. After you bind the firstname column with the literal John, then records with “John” in the firstname column meet the conditions of the rule logic. The following occurrence check options are available:

\begin{itemize}
  \item occurs>=
  \item occurs>
  \item occurs<=
\end{itemize}
Checks to evaluate if the source data value occurs only one time (a cardinal value) in the source data.

InfoSphere Information Analyzer also offers a rich selection of functions that can be used in rule expressions whether to aggregate data, date, or time related as shown in Figure 9-7.

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DATE</strong></td>
<td>Functions manipulating temporal data (date, time, timestamp)</td>
</tr>
<tr>
<td><strong>DATEDIFF</strong></td>
<td>Converts the string representation of a date into a date value</td>
</tr>
<tr>
<td><strong>TIMEVALUE</strong></td>
<td>Converts the string representation of a time into a time value</td>
</tr>
<tr>
<td><strong>TIMESTAMPVALUE</strong></td>
<td>Converts the string representation of a timestamp into a timestamp value</td>
</tr>
<tr>
<td><strong>DATEDIFF</strong></td>
<td>Determines the number of days difference between two dates</td>
</tr>
<tr>
<td><strong>TIMEDIFF</strong></td>
<td>Determines the number of hours/minutes/seconds difference between two times</td>
</tr>
<tr>
<td><strong>DAY</strong></td>
<td>Given a date, returns a number representing the day of the month for that</td>
</tr>
<tr>
<td><strong>WEEKDAY</strong></td>
<td>Given a date, returns a number representing the day of week for that date</td>
</tr>
<tr>
<td><strong>MONTH</strong></td>
<td>Given a date, returns a number representing the month for that date</td>
</tr>
<tr>
<td><strong>YEAR</strong></td>
<td>Given a date, returns a number representing the year for that date</td>
</tr>
<tr>
<td><strong>HOURS</strong></td>
<td>Given a time, returns a number representing the hours for that time</td>
</tr>
<tr>
<td><strong>MINUTES</strong></td>
<td>Given a time, returns a number representing the minutes for that time</td>
</tr>
<tr>
<td><strong>SECONDS</strong></td>
<td>Given a time, returns a number representing the seconds and milliseconds for</td>
</tr>
<tr>
<td><strong>DATE</strong></td>
<td>Returns the system date from the computer as a date value</td>
</tr>
<tr>
<td><strong>TIME</strong></td>
<td>Returns the system time from the computer as a time value</td>
</tr>
<tr>
<td><strong>TIMESTAMP</strong></td>
<td>Returns the system time from the computer as a timestamp value</td>
</tr>
<tr>
<td><strong>Mathematical</strong></td>
<td></td>
</tr>
<tr>
<td><strong>AVG</strong></td>
<td>Aggregate function, returns the average value of a numeric column</td>
</tr>
<tr>
<td><strong>MAX</strong></td>
<td>Aggregate function, returns the maximum value of a numeric column</td>
</tr>
<tr>
<td><strong>MIN</strong></td>
<td>Aggregate function, returns the minimum value of a numeric column</td>
</tr>
<tr>
<td><strong>STDEV</strong></td>
<td>Aggregate function, returns the standard deviation of all the values of a nu</td>
</tr>
<tr>
<td><strong>SUM</strong></td>
<td>Aggregate function, returns the sum of all the values of a numeric column</td>
</tr>
<tr>
<td><strong>STANDARDIZE</strong></td>
<td>Normalizes a numerical value based on the average value and standard dev</td>
</tr>
<tr>
<td><strong>ABS</strong></td>
<td>Returns the absolute value of a numeric value</td>
</tr>
<tr>
<td><strong>EXP</strong></td>
<td>Returns the exponential value of a numeric value</td>
</tr>
</tbody>
</table>

*Figure 9-7  List of Date/Time and Math functions*
A set of functions is also available to manipulate character strings as shown in Figure 9-8.

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>General</td>
<td>Functions for general purposes</td>
</tr>
<tr>
<td>COUNT(column,groupBy)</td>
<td>Aggregate function, provides a count of occurrences of a given column</td>
</tr>
<tr>
<td>COALESCE(value, replacementValue)</td>
<td>Replace a null value with a specific value</td>
</tr>
<tr>
<td>LOOKUP(value,refkey,refvalue)</td>
<td>Replace a value with another value defined in a lookup table</td>
</tr>
<tr>
<td>String</td>
<td>Functions manipulating strings</td>
</tr>
<tr>
<td>LTRIM(string)</td>
<td>Removes all blank spaces at the beginning of a string</td>
</tr>
<tr>
<td>RTRIM(string)</td>
<td>Removes all blank spaces at the end of a string</td>
</tr>
<tr>
<td>SUBSTRING(string, begin, length)</td>
<td>Returns a substring of a string value. Ex: substring('hello', 3, 2) returns 'll'</td>
</tr>
<tr>
<td>ASCII(char)</td>
<td>Returns ASCII character set value. Ex: ascii('C') returns 67</td>
</tr>
<tr>
<td>CHAR(asciiCode)</td>
<td>Returns the CHAR value. This function is the opposite of ascii. Ex: char(67)</td>
</tr>
<tr>
<td>LEFT(string,n)</td>
<td>Returns the first n characters of a string</td>
</tr>
<tr>
<td>INDEX(string,substring)</td>
<td>Returns the index of the first occurrence of a substring in another string</td>
</tr>
<tr>
<td>RIGHT(string,n)</td>
<td>Returns the last n characters of a string</td>
</tr>
<tr>
<td>LEN(string)</td>
<td>Returns the number of characters in a string</td>
</tr>
</tbody>
</table>

Figure 9-8  List of String and general functions

Using these functions, combined with the creation of compound conditions using NOT, AND, or OR operators, provides a rich canvas to create complex rules.

After a rule is written, you can click the Validate button to validate that the rule is syntactically correct.

9.3.2 Testing a rule

Testing a rule means entails setting up a rule definition for test execution. Testing a rule includes the following steps:

1. Bind to the data.

   Variables in the rule definition must be bound to data, either the data on which you want to apply the rule or test data that was prepared for testing this rule and other rules.
To bind the data, highlight a variable in the rule definition, and then select a column from data sources on the **Implemented Data** tab. Select a column, and then click the **Bind** button to establish the bind.

2. Define the joins.

If the rule involves data from several data sources or tables, the rule engine detects the situation and prompts you to define the join conditions. It presents a table of the source from which you must identify the keys that connect them.

3. Define the output.

Specify the output that you want to see in the results. Select the type of statistics in the summary report, such as counts and percentage of records that did not meet the rule condition. In addition, select the data columns to appear in the detailed results of records that did not meet the rule conditions. In addition to the columns that participate in the rule evaluation, you might want to select columns that identify the record and that possibly represent factors that might be related to the source of error.

4. Run the test.

When all the preparations are complete, the rule is ready for running the test. A test job is created and submitted to the parallel engine. (InfoSphere Information Analyzer jobs are specially designed InfoSphere DataStage jobs.)

5. Review the results.

When the test job is complete, the **Review Results** button is enabled. Summary results provide an execution summary that includes error statistics that you selected, in addition to counts and the percentage of rules that did or did not meet the conditions. Also, the **Results** tab shows the records that did not meet the conditions or meet the conditions as specified. Each record contains the fields that you selected to include in the results output.

### 9.3.3 Generating data rules

Data rules are executable conditions or instances of the rule logic applied against actual data. They are generated from rule definitions that were tested and approved for use. To generate a rule, you go through similar steps for creating and testing a rule definition. You name and describe the rule, bind the logical variables, define a join condition where needed, and specify the desired output. The data rule is created against the real data stream that you want to validate. It might be different from the data that you used to test the rule definition.

After a data rule is generated, place it into a data rule folder that was created for this purpose. Rule folders group rules in a way that they are easier to manage, representing project, operational area, execution schedule, owner, and so on.
9.4 Data rule examples

Running column analysis is not a prerequisite for data rule execution. Unlike all other types of analysis in InfoSphere Information Analyzer that rely on the results and statistics produced by column analysis jobs, rules do not require it. However, as a good practice, profile the data and become familiar with it. It is not essential to run column analysis every time you execute a rule on that data. Periodically, perform column analysis on the data to verify that no new patterns or values exist to which rules must be adjusted.

9.4.1 Checking for duplicates

In the bank scenario in this book, we are analyzing Bank B data. Because this time is the first time that data is encountered, we start basic profiling by running column analysis. Column analysis highlights data anomalies that we must be aware of going forward.

Running column analysis on Address produced the distribution of address values shown in graphic mode as shown in Figure 9-9.

![Figure 9-9  Address values in a graphic frequency distribution](image-url)
Figure 9-10 shows the same distribution of values in tabular form with the value, count, and percentage of total population.

<table>
<thead>
<tr>
<th>Data Value</th>
<th>Frequency Count</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>RR 1</td>
<td>20</td>
<td>1.8181818181818181</td>
</tr>
<tr>
<td>888 BUCKEoard LANE</td>
<td>11</td>
<td>0.8181818181818181</td>
</tr>
<tr>
<td>2311 CALDWell MILL DR</td>
<td>9</td>
<td>0.6181818181818181</td>
</tr>
<tr>
<td>3319 DALLARD POINTE DR</td>
<td>9</td>
<td>0.6181818181818181</td>
</tr>
<tr>
<td>RR 2</td>
<td>9</td>
<td>0.6181818181818181</td>
</tr>
<tr>
<td>6319 GEORGIA RD</td>
<td>7</td>
<td>0.6363636363636363</td>
</tr>
<tr>
<td>3150 FOX RD</td>
<td>6</td>
<td>0.5454545454545454</td>
</tr>
<tr>
<td>317 WELL DR</td>
<td>4</td>
<td>0.3636363636363636</td>
</tr>
<tr>
<td>2006 ROGER RD</td>
<td>4</td>
<td>0.3636363636363636</td>
</tr>
<tr>
<td>142 ADAM DR</td>
<td>4</td>
<td>0.3636363636363636</td>
</tr>
<tr>
<td>P 0 BOX 2009</td>
<td>4</td>
<td>0.3636363636363636</td>
</tr>
<tr>
<td>126 W WELL DR</td>
<td>3</td>
<td>0.2727272727272727</td>
</tr>
</tbody>
</table>

Figure 9-10  Address values in a tabular frequency distribution

From this distribution, we can see that some addresses appear multiple times. The reason might be that the IT department for Bank B did not clean their data and remove duplicates. Alternatively, the frequency of duplicate addresses might be the result of some other reason. To continue investigation, we must identify the individual records of duplicate addresses. Therefore, we create a data rule that identifies such incidents for records that violate the uniqueness requirements.

First, we create a basic rule definition. A basic rule definition can be used to create any number of data rules by binding the variables in the rule to different data columns. Because we are referring to a rule definition, we prefix its name with “Global” to denote that this rule is a basic rule that can be bound to any data element.

Rule definition is done with local variables that can be specific or general in nature. In general cases, we check for the existence of a value in a column or the uniqueness of value. For a rule that can be potentially applied on every column in the database, the variable can be ‘VARn’ or ‘DATAn’.

In more specific cases, the rule definition has to do with a particular data type (such as Social Security Number (SSN) or Balance), for which we might have specific rules. In this case, we can be specific with the variable names ‘SSN’ or ‘BALANCE’. At this stage, these names are only variable names. The data rule is instantiated only after the variables are bound to a data column.
Creating the rule definition overview or description
A rule definition requires two components. First it requires a name for the rule definition. Second it requires a logical statement (the rule logic), which is a formal expression of the conditions that data is expected to satisfy to meet the test requirements.

Figure 9-11 shows the creation of a simple global rule definition, which is a uniqueness rule that can be used to create multiple data rules in the future.

Creating rule logic for the rule definition
Figure 9-12 shows a simple rule that checks whether a field is unique. This rule shows that we only have two items: the local variable of the rules and the type of check that will be done against that local variable.

Similarly simple rules can be set up for other data quality checks such as exist, contains, and equals.
Binding and specifying output
The next step in the process, as mentioned earlier in the chapter, is to bind the variables in the logical rule definition to a physical column in a data source. Figure 9-13 shows that BANK_DEMOPGRAPHICS.ADDRESS is selected from the data sources in the right pane to be bound to the global_single_unique variable.

![Figure 9-13   Binding a database column to a variable](image)

Finally, before execution, we select the summary statistics and the columns that we want to show with the detailed results. Figure 9-14 shows that, on the left side, all of our selections are listed including the columns bound to variables, the statistics, and the additional columns. Selection is done from the pane on the right side on the appropriate tab.

![Figure 9-14   Selecting statistics and additional columns](image)
9.4.2 Generating a data rule

To generate a data rule, follow these steps:

1. Select a rule definition from the list of available rule definitions. Then in the task menu, in the right pane (Figure 9-15), click **Generate Data Rule or Rule Set**.

![Tasks menu for data rules](image)

2. Follow the same steps that you used to create a data definition and run a test. Name the rule (see “Rule naming guidelines” on page 296), create a short and long description, and assign the rule a data (rule) steward and a rule owner. The rule steward is often a different individual from the data steward. If you have not done this process before, complete the Validity Benchmark field in the Definition pane.

3. Bind variables in the data rule definition to columns in the target data sources:
   a. Select the logical variable (global_single_field_unique in this example) that you want to bind to an InfoSphere Information Analyzer data source.
   b. On the **Implemented Data** (sources) tab on the right, browse to identify the particular column you want to bind to the logical variable.
   c. Click the **Bind** button at the bottom of the pane to complete the binding.

9.4.3 Use case: Creating a data rule to monitor high value customers

Bank A wants to focus on the high-value customers from both Bank A and Bank B to properly treat them to gain their trust and ensure that they stay with the bank. In addition, customers of Bank A might also have accounts in Bank B that might qualify them for a higher status due to total balances in the larger bank.
Bank A now has two operational units: the original Bank A and the acquired Bank B, whose operations were not integrated.

The objective of this data rule is to calculate the total dollar values of the account balances of a customer and identify gold and platinum customers so that they can be offered the appropriate services. Customers might have both checking and savings accounts that need to be aggregated to balance their total accounts so that their gold or platinum status can be validated. Aggregation must be done across the banks.

Bank A holds only checking accounts. The data is in the BANKA.CHECKING table. This table has several nonvalid accounts that are identified by the account balance = -999999.

Bank B holds checking and savings accounts. The data is in the BANKB.CUSTOMERS and BANKB.ACCOUNTS tables. Customers might have checking and savings accounts. Therefore, account balances for both checking and savings accounts must be aggregated to compute the total account balance for a customer. Bank B also keeps track of demographic data about customers in the BANKB.DEMOGRAPHICS table.

Bank A defines two levels of high-value customers:

- Gold customers hold balances in excess of US$100,000.
- Platinum customers hold balances in excess of US$300,000.

Bank A wants to ensure that high value customers are treated appropriately. It wants to offer gold customers new investment opportunities. It also wants to offer platinum customers premium personal customer service when they call in the bank with issues.

The limits of US$100,000 and US$300,000 that qualify customer to be in one group or another might be used in several rules. In addition, the limit can change over time. To make it easier to maintain these rules and other rules, with InfoSphere Information Analyzer, we can create global variables. These variables are managed separately from the rules and can be used in as many rules as needed while managed at a single point.

A global variable can be bound to a data source so that the value of the variable in run time is determined by the value of the data source. For example, you need to specify a rule that includes an exchange rate. Exchange rates change every day and, for some applications, they change a few times a day or every few seconds. Changing the fixed value of a global variable is impractical. Instead, we can bind the global variable to a data source that changes as frequently as needed to reflect market exchange rate as a way to address this problem.
When selecting a data source, make sure that the bindings that you set are of the same data type.

The next step is to create a rule to monitor gold customers.

### 9.4.4 Creating rules to monitor gold customers

The following example demonstrates the creation of a complex data rule that involves multiple conditions. The rule is intended to count the number of customers that qualify for gold status. It is a none standard rule in the sense that it does not look for records that violate data standards or requirements. However, it demonstrates the versatility of tasks that can be achieved with data rules.

To start the creation of a new data rule definition, from the DEVELOPMENT tab, select **Data Quality → New Data Rule Definition** (Figure 9-16).

![Figure 9-16 Creating a data rule definition](image)

#### Creating a rule definition

Every rule or rule set must have an “Overview” section. This section contains information and metadata that describe the rule. It contains the name, a description, and other fields that control the functions of the rules (such as threshold values), link to business glossary terms, or monitor the status of the rule. Figure 9-17 on page 311 shows these fields, which are explained as follows:

- **Name**: Describes the basic function of the rule definition.
- **Status**: Is used to determine if a rule is ready to be promoted (exported) to the next level for testing. While a developer is working on the rule, this field must be set to **Candidate**. When the rule is ready for testing, the status is **Accepted**. After the rule passes acceptance testing and is ready to go into production, the status changes to **Standard**.
Validity Benchmark  Determines the aspect of the rules to determine the criteria by which data might be considered good or bad and to turn on the alert. Here we choose # Met as the benchmark statistic on which validity will be tested.

![Rule definition pane]

**Figure 9-17  Rule definition pane**

**Defining the logic of the rule**

In the definition of the rules logic, we formally express the intent of the rule. In this case, the intent of the rule is to find all customers that satisfy the gold customer criterion. A gold customer has accounts where the sum of the balances is greater than or equal to US$100,000 and smaller than US$300,000. The requirement is to find these customers and then count and list them. Over time, we will gain a picture of changes and trends in regard to this number and possibly be able to analyze them relative to bank initiatives and promotion campaigns.

Initially we define a filter that specifies the conditions that the customer has accounts in Bank A and Bank B, has a checking account, and is designated as a gold customer. In the rule condition, we look for the total balance that is outside the range of the gold customer criteria. With a negative aspect, the rule marks those customers that are inside the range, namely gold customers. See Figure 9-18 on page 312.
We can break down this rule into three parts. The first part of the rule, which is the logic before the THEN statement, is called the filter. It verifies that the data being validated has a valid bank balance and the account number exists.

The second part of the rule ensures that the ACCOUNT_ID in the BANKAccounts table matches the ACCOUNT_ID that is in the BANK_CHECKING and BANK_SAVINGS accounts of the person. When you realize the rule and bind the logical variables to data columns, the system detects that you are involving data from multiple tables. It then prompts you to provide the join conditions as shown in Figure 9-19.

The third part of the rule is the rule definition logic for a gold customer. The logic is shown as follows:

\[
\text{Not}(A) \lor \text{Not}(B) = \text{Not}(A \land B)
\]

**Hint:** When programming a data definition rule, always try to use the OR condition.
In this example, Not A (customers with a balance less than US$100,000) or Not B (customers with a balance greater than or equal to US$300,000) was used.

**Rules outputs for the gold customer**

Figure 9-20 shows the selection of statistics and output columns. Keep in mind that columns might also include functions of columns.

![Output column selection for the gold customer](image)

**Figure 9-20** Output column selection for the gold customer

Some internal variables come standard with InfoSphere Information Analyzer that are automatically saved during rules execution. They include items such as RecordID, Rules Executable Name, Rule Met or Not Met, and System Date.

Additionally, logical variables can be included in the selected output in which any of the internal functions can be used. In this example, we used simple addition to sum up the Total_Customer_Balance, plus the use of an aggregate function to calculate the entire sum of all of Total_banking_Balance.
After the rule executes, we can review the results, summary, and details of the records that satisfy the conditions of the rule as shown in Figure 9-21.

![Figure 9-21 Gold customers outputs](image)

**Linking rule definitions to business glossary terms**

Attaching a business rule to a data rule broadens the sphere of knowledge that business users can reach by searching or browsing the business glossary. Viewing a business term in the glossary reveals that data rules are associated with the term or the concept represented by the term. It can also reveal that data quality requirements are applied to data associated with the term. Association of business terms to a rule is done from the Attachments view of the Rule Definition pane.
Figure 9-22 shows that the business terms “Banking Account” and “High Value Customer” are associated with this business rule.

<table>
<thead>
<tr>
<th>Select View</th>
<th>Terms</th>
<th>Description</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overview</td>
<td>Banking Account</td>
<td>A Banking account refers to any private or business account</td>
<td>Bank A -&gt; Banking Account</td>
</tr>
<tr>
<td>Folders</td>
<td>High Value Customer</td>
<td>A high-value customer in environment is defined as a customer with significant spending.</td>
<td>Bank A -&gt; High Value Customer</td>
</tr>
</tbody>
</table>

**Figure 9-22  Assignments of business terms to rule definitions**

### 9.5 Data rules and performance consideration

As you will find, there is more to data rules than what has been discussed previously. Types of data rules and the way they are constructed have a significant impact on performance and eventually on the results. Certain functions require less resources than others. Applying rules on multiple resources and using joins can complicate processing immensely, drawing heavily on resources. This section highlights some of these issues and, where possible, offers workarounds.

#### 9.5.1 Types of data rules

Given that the checks and function used in a rule affect the amount of resources that need be used to resolve the rule, rules come in two types:

- **Scalar rules** are the simplest rules that can be executed. A scalar rule requires only the field value of a record to do the evaluation. Consider the following example of a scalar rule:

  If \( \text{UCASE}(\text{country}) = 'US' \) then \( \text{Country Code} = '001' \)

  This code verifies that records that have US for ‘country’ also have the country_code ‘001’. Although it involves several tests, the rule requires only values in the actual record to be evaluated. Scalar rules execute linearly and can be executed in parallel, taking full advantage of the InfoSphere DataStage parallel engine.

- **Columnar rules** usually require more than a single pass over the column specified in the rule. A simple rule, such as unique id, requires two passes over the data first to sort the column and then to determine whether duplicates exist.
This rule can have a serious impact if executed over a large data set. Occasionally, columnar rules reduce the ability of the job to completely run in parallel. Columnar rules contain aggregation, such as Sum(), Avg(), Min(), Max(), or counting, such as count().

9.5.2 Using join tables in data quality rules

It is common to have a data quality rule, such as the following example, that involves data from multiple tables:

Show all Accounts in the Account table with null in the address field for Accounts with balance value in Holdings table not equal to zero.

In this case, two tables, Account (product) and Holdings, need to be joined. Data rule definition is built by using user variables. At this point in InfoSphere Information Analyzer, the logical variables in the rule definitions are not bind to the actual data. We use meaningful variable names so that we can ease the translation of the rule and the binding process (Figure 9-23). However, at this stage, they are still only logical variables.

![Figure 9-23 A rule involving two entities](image)

Generating a data rule from the rule definition requires going through binding actual physical data columns to the variables in the rule definition. As shown in Figure 9-24, the physical columns are in the PRODUCT and HOLDINGS tables.

![Figure 9-24 Binding physical data columns to variables](image)

If variables in the rule are bound to columns in more than one table, it invokes a join step, asking you to identify the join key or keys that enable the association of the tables in question. You must be aware also that specifying fields from other tables in the output will trigger an additional join. Here, we want to display the full
country name based on a country code that comes from a country_reference table, as shown in Figure 9-25. This rule involves an additional join to attach the country name to the record information in the detailed results.

![Figure 9-25  Output selection pane](image)

After the system analyzes the rule definition and the output requirements, it determines how many joins are required, as shown in Figure 9-26.

![Figure 9-26  Table identified for join](image)

Figure 9-27 shows the join keys for the tables involved.

![Figure 9-27  Establishing join conditions](image)
When a data rule is submitted to run, an InfoSphere DataStage job is created and executed. It performs data extraction, the necessary joins, and the evaluation of rule criteria. When doing these tasks, it delegates certain functions to database SQL processing. It does other processes through InfoSphere DataStage operations. In some cases, this processing might raise the issue of cartesian products.

### 9.5.3 Cartesian products and how to avoid them

A cartesian product is the result of joining two sets of data in a way that all rows in one set are joined with all rows in the other set. Having N records in one table and M records in the other cartesian join generate a new table with NxM records.

**Defining rules with joins:** Joins are executed first, and then the rule is applied to the result of the join. Always keep in mind this point when defining a data rule for InfoSphere Information Analyzer.

The following example shows multiple rows for each portfolio within the holding table. A new data rule compares the total value of the portfolio within the holding table for today’s date and yesterday’s date and then reports whether the value is not the same. Figure 9-28 shows how the definition looks. We will look for exceptions to this rule.

**Figure 9-28** A rule involving columns from different tables

Figure 9-29 shows bindings of the rule variables.

**Figure 9-29** Column binding
Figure 9-30 shows the join conditions for the two tables.

<table>
<thead>
<tr>
<th>Join Keys</th>
<th>Condition</th>
<th>Key 2</th>
<th>Include Records</th>
</tr>
</thead>
<tbody>
<tr>
<td>HOLDING/portfolio_ID = HOLDING_PREV/portfolio_ID</td>
<td>Matching Records (Inner Join)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HOLDING_PREV/portfolio_ID = PORTFOLIO_ID</td>
<td>Matching Records (Inner Join)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HOLDING_PREV/portfolio_ID = PORTFOLIO_ID</td>
<td>Matching Records (Inner Join)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Looking at the rule definition, we might wrongly assume the following sequence of events during rule processing:

1. Select data from the holding table and from the holding_prev table.
2. Calculate the sum.
3. Join results on portfolio ID.
4. Compare the sums.

However, if we look at the fragments of the generated OSH code, we see the output in Example 9-1 at the beginning sequence of SQL and InfoSphere DataStage operations.

**OSH**: The OSH Orchestrate scripting language drives the execution of an InfoSphere DataStage job.

**Example 9-1 Generated OSH code snippet**

**Step 1**
```
select
  "MKT_USD_PRICE" as "mkt_usd_rate",
  "PORTFOLIO_ID" as "key_1553818330"
from BANK2."HOLDING"
```

**Step 2**
```
select
  "MKT_USD_PRICE" as "mkt_usd_rate_prev",
  "PORTFOLIO_ID" as "key_1553818330",
  "PORTFOLIO_ID" as "key1810270001"
from BANK2."HOLDING_PREV"
```

**Step 3**
```
innerjoin
  -key key_1553818330
0< modify_1.v
1< modify_2.v
0> innerjoin_1.v
```

**Step 4**
```
select
```
"PORFOLIO_ID" as "portfolio_id",
"PORFOLIO_ID" as "key1810270001"
from BANK2."PORTFOLIO"

Step 5
innerjoin
  -key key1810270001
  0< modify_4.v
  1< modify_5.v
  0> innerjoin_2.v

Steps 3 and 5 are InfoSphere DataStage own join operations. These operations take two input streams (modify_1 and modify_2 or modify_4 and modify_5) to create the inner joins. The way this process works creates a problem. Because multiple records for the portfolio are in the holding and holding_prev tables, trying to join these tables on portfolio_id generates a cartesian product. Therefore, subsequent sums are incorrect.

Several methods are available to avoid this problem. You can perform the joins on the host database, if possible, using the database engine to perform the required joining of facts from the two tables. InfoSphere Information Analyzer provides a filtering clause in the rule to limit the number of records that participate in the join operation.

9.5.4 Applying filtering in data quality rules

When creating a data rule in InfoSphere Information Analyzer, you can narrow down the scope of records that are evaluated. Creating database views and virtual tables is one way to do it. Another way to filter data is to use an “IF/THEN” construct within a rule definition. Figure 9-31 shows the example used previously that identifies the missing country of operations.

![Figure 9-31 Rule with an IF/THEN filter](image)
Figure 9-32 shows another, but incorrect, way to code this rule by using the AND operator.

![Rule with an AND operator](image)

Where is the difference? In the first definition, the logic works as follows: Out of all the product table records, select only records where the total market value in the holding table does not equal zero. Then, for any of these records, check if the country of operation is null. As a result, when we define our rule output as “Do not meet rule condition,” we see only records with total market value <> 0 and records with country of operation set to null.

For the second definition, if we keep records in the output that “Do not meet rule condition,” we get records that might violate the first or second condition. This means that you might see records with a valid country of operation but where the total market value equals 0.

Figure 9-33 shows an example where we define the rule with a negative perspective, such as “What is not a valid condition.”

![Negative aspect rule](image)

The rule output changes to show records that “Meet condition.”

Keep in mind that, with either approach, all records are extracted from the source and then joined. Sums are calculated, and then the rule logic is evaluated. Using database views or virtual tables pushes record filtering to the database level.
9.5.5 Filtering versus sampling

As you know, sampling is a feature made available to InfoSphere Information Analyzer to perform the analysis only on a fraction of the records. However, when sampling is done within a rule, the effect on execution is different. If sampling is done within a rule, all records of the source must be transferred to InfoSphere DataStage before sampling. Sampling reduces the number of records that are evaluated and the size of the output. However, it does not reduce the I/O transfer rate between the data source and InfoSphere DataStage.

However, filtering, as indicated previously, reduces the number of records that are transferred from the source to InfoSphere DataStage. Yet you must remember that filtering and sampling serve different purposes. Although filtering is intended to select a particular subpopulation, sampling is used to select a representative subpopulation.

9.5.6 Virtual tables versus database views

By using a virtual table, InfoSphere Information Analyzer can filter the number of rows and select columns to produce a much smaller and focused table on which analysis and rules can be applied. A virtual table is created by selecting rows using a simple criteria and selecting columns from the columns in the table. No column manipulation is available, as shown in Figure 9-34.

![Virtual table definition pane](Figure 9-34)
The database view enables the whole range of SQL capabilities to create views as complex as needed, including complex joins and nested queries. The database view also has the advantage of harnessing the engine of the database and its optimization mechanism to extract the records and columns or their variations as specified. In some cases, the requirements are such that the database view is the only solution.

The metadata of the database view must be imported from the source as any other table in the same database. Although reading data for analysis might require only I/O, the database view might require additional resources from the database server. This approach is something that you need to consult and coordinate with the database administrator to determine the availability of resources or time slots.

A database view might be required for select statements with the following conditions:

- Select Distinct
- Joins
- Counts (*)
- Group By’s
- Dynamic SQL Queries or views based upon other values within another table

Consider the following example:

```
Select * from Portfolio_table where effective_date = (select run_date from batch_run_date_Table)
```

### 9.5.7 Global variables

Global variables are used to establish values that are used repeatedly. For example, threshold values of US$100,000 and US$300,000 that define the total balances qualifying a customer to be Gold or Platinum customer can be set as global variables. These values can be used in other data rules combined with other conditions. Furthermore, these values can change over time to reflect different eligibility criteria. To avoid the need to update every related rule individually, we can use global variables.

Global variables are available system-wide and are created in advance. They are displayed on the Global Variable tab. Global variables can be bound to a concrete concept such as a physical source or a defined constant.

To create global variables, select Metadata Management → Global Logical Variables.
9.6 Rule sets

A rule is a condition that you expect data to satisfy. The results of rule execution expose the records that do not meet the condition. But, what if you have other conditions on the same data set and same records? Running these rules separately gives the results for each rule individually and produces lists of records that violate their individual conditions. It is conceivable that some records will appear in multiple results lists. If there is any correlation between these lists, it will be difficult to assess. If there are any dependencies that might cause the occurrence of multiple data errors, they will be impossible to determine.

Rule sets are collections of rules that are run together as a single unit to generate statistics of failure or success of rules in a number of levels:

- Rule-level exception, such as the number of records that pass or fail the conditions of a given rule
- Record-level statistics, such as the number of rules that a particular record breaks and the confidence in the record

**Confidence level:** The confidence level of a record is the percentage of total rules in a rule set violated by the record.

- Rule pattern statistics, such as the number of records that break a certain pattern of rules, such as rules 1, 4, and 5
- Data source-level statistics, such as the average level of a broken rule for each record over the data source
In addition, rule sets provide the means to define certain important statistics. In the Rule Set Definition pane (Figure 9-36), you can establish benchmark values on three important statistics.

![Rule Set Definition pane](image)

Figure 9-36  Rule Set Definition pane

The Rule Set Definition area contains the following benchmark group boxes:

- **Validity Benchmark**
  This group box is used to monitor the number or percentage of records that meet or do not meet one or more of the rules in the rule set.

- **Confidence Benchmark**
  This group box is used to specify a pass or fail threshold according to the number or percentage of rules in a rule set that a record fails. For example, if you have a rule set that contains 10 rules, you might want to consider records that fail half of the rules (50%) as low confidence records. Your data quality standards might be willing to accept a certain number of low confidence records. However, if the number of low confidence records exceeds the set benchmark, the rule set will indicate a failed confidence in the data set.
This group box contains the following threshold settings:

**Rules Not Met Limit** The maximum percentage of rules that a record does not meet before it is considered low confidence.

**Max Records Allowed Over Not Met Limit** The maximum percentage of low confidence records that you are willing to accept before the benchmark fails.

- **Baseline Comparison Benchmark**

  The baseline comparison quantifies the difference in quality between the current execution of a rule set and a baseline run of a rule set by comparing the distribution of the number of failed rules by record. It evaluates the number of rules that are violated per record against the number of rules that are violated per record in a baseline run.

  It looks at the following two dimensions between the current run and the baseline:
  - It evaluates the distribution of rules violated per record against the distribution number of rules violated per record in the baseline run.
  - It evaluates the total number of records that have one or more violations in the current run versus the baseline run.

**Important rule set definition:** Rules must be consistent in the perspective in which they are expressed. All rules must be expressed either in a positive perspective ("what we want") or in a negative perspective ("what we do not want"). If the rules are not consistent in perspective, the exceptions to the rules will reflect a mix of both good and bad records. It is difficult to sort through details to identify the difference. The associated statistics will be meaningless or will provide false impressions and decisions driven by the wrong information.

Consider the following examples of a rule set definition:

- You are evaluating to see that data exists in a particular reference list.
- You want to evaluate that a particular field is in a specific range of values, such as a compound condition involving AND or OR. For example, the field is greater than \( x \) AND less than \( y \).
- You want to evaluate the data to see if it matches a particular format.

Rule sets can also be used to break down complex rule logic into smaller, simpler rules. Executing them as a rule set yields equivalent results. In addition, smaller, simpler rules are more reusable than large complex ones. A collection of simple rules can be used as building blocks to create complex logic in the form of a rule set.
Because rules in a rule set are run simultaneously, rather than running them separately, the execution performance of rule sets is much better than running rules on their own.

9.7 Metrics

Metrics provide the capability to consolidate measurements from various data analysis steps into a single, meaningful measurement for data quality management purposes. Metrics can be used to reduce hundreds of detailed analytical results into a few meaningful measurements that effectively convey the overall data quality condition.

Metrics are user-defined objects that do not analyze data. Instead, they provide mathematical calculation capabilities that can be performed on statistical results from data rules, data rule sets, and metrics.

Metrics can be applied to single or multiple rules or rule sets. When naming a metric, it is best to include the type of measure that you are doing in the name. Include a measure interval if relevant, such as AcctTable.Name_Exists_CostFactor_EOM, which indicates the end of month. Likewise, an interval of AcctTable.Name_Exists_CostFactor_EOD refers to the end of day. When the interval is applied to a single rule or a single rule set, you can add clarity by including the name of that rule or rule set.

Now that we have established some standards for naming conventions, we go back to InfoSphere Information Analyzer. At a basic level, a metric can express a cost or weighting factor on a data rule. For example, the cost of correcting a missing date of birth might be US$1.50 per exception, which can be expressed as a metric. In this case, note the following details about the metric:

- The metric has the following condition:
  \[
  \text{Date of Birth Rule Not Met} \times 1.5 \\
  \]

- The metric has the following possible result:
  \[
  \text{If Not Met} = 50, \text{then Metric} = 75 \\
  \]

At a more compound level, the cost for a missing date of birth might be the same US$1.50 per exception, where a bad customer type is only US$.75, but a missing or bad tax ID costs US$25.00. The metric has the following condition:

\[
\text{(Date of Birth Rule Not Met} \times 1.5) + \\
\text{(Customer Type Rule Not Met} \times .75) + \\
\text{(TaxID Rule Not Met} \times 2.5) \\
\]
Metrics might also be used as super rules that have access to data rules, rule sets, and metric statistical outputs. These rules can include tests for end-of-day, end-of-month, or end-of-year variances. Alternatively, they might reflect the evaluation of totals between two tables such as a source-to-target process or a source that generates results to both an accepted and a rejected table. The totals must match.

**Metrics function**

When a large number of data rules is being used, the results from the data rules must be consolidated into meaningful metrics by appropriate business categories. A metric is an equation that uses data rules, rule sets, or other metric results (that is, statistics) as numeric variables in the equation.

The following types of statistics are available for use as variables in metric creation:

- **Data rule statistics**
  - Number of records tested
  - Number of records that met the data rule conditions
  - Number of records that did not meet the data rule conditions
  - Percentage of records that met the data rule conditions
  - Percentage of records that did not meet the data rule conditions
  - Number of records in the variance from the data rule benchmark
  - Percentage of records in the variance from the data rule benchmark

- **Rule set statistics**
  - Number of records that met all rules
  - Number of records that failed one or more rules
  - Average number of rule failures per record
  - Standard deviation of the number of rule failures per record
  - Percentage of records that met all rules
  - Percentage of records that failed one or more rules
  - Average percentage of rule failures per record
  - Standard deviation of the percentage of rule failures per record

- **Metric statistic, which includes a metric value**

A key system feature in the creation of metrics is the capability for you to use weights, costs, and literals in the design of the metric equation. With this capability, you can develop metrics with the following qualities:

- Reflect the relative importance of various statistics (that is, applying weights).
- Reflect the business costs of data quality issues (such as applying costs).
- Use literals to produce universally used quality-control program measurements such as errors per million parts.
9.8 Monitoring data quality

Data rules, rule sets, and metrics are all executable objects that can be run as needed or on schedule. Each object generates a set of results, statistics, and detailed results recorded in the InfoSphere Analyzer Database, which is a special database workspace designated for storing analysis and data rules execution results. Because these objects run repeatedly, they create a time series of events that you can track, annotate, report, and trend over time.

Monitoring can be done in several different ways. The quality alert report in InfoSphere Information Analyzer presents results over time, highlighting up or down trends (Figure 9-37). Red icons with an X indicate down or worsening trends, and green icons with a check mark indicate improving trends.

![Figure 9-37 Data quality alert report](image-url)
For individual rules, you can view a longer history of results in a tabular or graphical mode, which shows given statistics over time (Figure 9-38).

![Figure 9-38  Time series of quality rule run results](image)

We can see the individual runs and the percentage of errors produced over a period of time. Over longer periods of time, we might be able to identify cycles in the trend if errors spike during particular days in the month or particular months of the year.

Users with access to the InfoSphere Information Analyzer client can view a summary of all that is happening in the InfoSphere Information Analyzer dashboard. At a glance, a user can see which projects are out there, the status of analysis, and a summary of results of data quality rules runs as shown in Figure 9-39 on page 331. The dashboard can be customized to show any information generated by InfoSphere Information Analyzer.
You can view all information from one dashboard. If you want to view full results of an analysis or data-rule runs, you can perform the following tasks:

- Export or extract results for additional analysis.
- Report results, and then deliver those results to others, on an as-needed or scheduled basis, and through various alternative formats.

You can develop a report by using standard report templates. A wide-range of report templates is available. Some are for the data quality analysis functions, and some are associated with data rules, rule sets, and metrics.

In addition, you can extract data from the InfoSphere Information Analyzer repository into external tools to generate reports or dynamic dashboards.

### 9.9 Using HTTP/CLI API

You can use a command-line interface (CLI) or HTTP to request the execution of various InfoSphere Information Analyzer commands or to extract data from the InfoSphere Information Analyzer results repository IADB (also known as the
database workspace). This way, you can create custom reports and extract data to populate data marts that feed dashboards.

The following types of functions are covered by the HTTP/CLI API:

- Creation and modification of InfoSphere Information Analyzer projects
- Registration of sources in the project
- Creation of virtual columns and virtual tables
- Creation, modification, and deletion of rules and rule sets
- Creation and modification of global variables
- Run column analysis (base profile)
- Retrieval of column analysis results (base profile)
- Retrieval of frequency distributions
- Execution of rules and rulesets
- Retrieval of rules and rulesets execution history
- Retrieval of rules and rulesets output tables

With this functionality, you can integrate InfoSphere Information Analyzer in third-party environments without the use of the rich client. You can create custom reports by extracting and combining results of several requests in one report and use XSLT to format as needed.

9.10 Managing rules

InfoSphere Information Analyzer operates within the confines of a project. Every analysis task or every rule definition testing and execution task is done within the context of an InfoSphere Information Analyzer project. The project consists of a set of data assets, tables, columns, files, and fields selected from the available metadata previously imported into the repository. It includes a group of authorized users with their designated roles within InfoSphere Information Analyzer. Roles for users are defined in the InfoSphere Information Server administrative console with specific roles for analysis and separate roles for data rules.

Any number of projects can exist simultaneously. They can have the same or different data sources and the same or different users and roles. An authorized user in a project can perform various tasks, running analysis tasks, data quality-related tasks, or both.

Rules created in one project are visible only to users who are authorized in that project. Rules can be published to make them visible and available for use in all other projects. Project staff can manage its rules within a multilevel structure of folders that it can create to suit its needs, distribution of subjects, responsibilities, or deployment schedules, as shown in Figure 9-40 on page 333.
A user with the role of rule manager can decide if a rule is ready to be promoted from *draft* and *candidate* to *approved* and *standard*. It is up to the manager of the organization, through policies and process, to decide the meaning of the status and how to use it. Promotion from *draft* to *candidate* might be that the rule has moved from the stage of formulation to evaluation where possibly more tests are required to determine that it serves the intended purpose.

Some rules can be basic and simple enough that they can be promoted directly to *approved* or *standard*, but others might require more testing and evaluation. After changing the status to *approved* or *standard*, the rule is locked from further editing. A rule cannot be changed intentionally or erroneously unless its status is changed back to *draft* or *candidate* by the rule manager. The status of rules is displayed in the Status column in the rule overview pane (Figure 9-40). The change to the rule status is applied in the rule edit pane.

![Quality Controls pane](Figure 9-40)

When reviewing results, you can choose several monitoring approaches:
- You can work entirely within the user interface, reviewing and annotating information.
- You can choose to export results for additional analysis.
- You can choose to report results and deliver those results to others, on an as needed or scheduled basis, and through various alternative formats.
9.11 Deploying rules, rule sets, and metrics

Typically data rules, rule sets, and metrics in a monitoring environment are targeted to production data. The data is new data that comes through the pipes and is processed to populate various databases and data warehouses and to feed reports and decision making models. This environment requires more explicit control over tasks such as definition and change.

After a rule, rule sets, or metrics were defined, tested, and approved in the development environment, they must be moved and deployed in the production environment. This task is performed by the rule administrator, who exports the rules from the development environment and imports them into the production environment.

The rule administrator uses the Export and Import tasks on the Data quality pane to perform the function. The Export task is done in the context of a project. Choosing the Export task, the administrator selects the items to export, which include the following items:

- Project folders
- Binding of variables
- Global variables
- Output configuration
- Results history
- Folder support
- Metrics and benchmarks
- Key and cross-domain analysis
- Public rules

After they are selected, the administrator proceeds with the export process to produce an export file.

The import occurs in the production environment. By using the Import task in that environment, all elements in the export file are imported and placed in their proper places.

All import and export actions produce an audit event that can be traced by administrators.

As a preferred practice, the approach for rule definition, testing, and deployment must be clearly established. In such an environment, naming standards become important in moving from the initial design and testing to the deployed rules, rule sets, or metrics. Rules are no longer under the control of a single user, but people in other roles must now schedule, execute, and monitor them. The ability to correctly identify the rule, rule set, or metric is paramount.
9.12 Rule stage for InfoSphere DataStage

So far, you have seen how you can develop, deploy, and execute data rules against persisted data. You can use InfoSphere Information Analyzer data rules to monitor the quality of your data, checking for business conditions against a specified data source.

With InfoSphere Information Analyzer 8.7, data rules can become more pervasive in terms of the development environment and deployment options. Developers now can integrate data validation rules when they develop data integration and data cleansing jobs. They have access within the InfoSphere DataStage and InfoSphere QualityStage Designer to use existing data rules that are developed in InfoSphere Information Analyzer and can embed them into their jobs.

For example, Figure 9-41 shows a data rule in an InfoSphere DataStage job. You can see immediately how many rows have been analyzed and how many of the rows are valid and invalid. The developer can then choose to process the invalid records differently than the valid records for reporting or automated remediation.

![InfoSphere DataStage job with Rule Stage](image)

Figure 9-41 InfoSphere DataStage job with Rule Stage
Seamlessly integrated into the InfoSphere DataStage and InfoSphere QualityStage Designer is the user interface (Figure 9-42). With this interface, you can view the definition of the rule and modify it according to your needs. For example, you can determine which rule variables to map to which input links.

Figure 9-42  Data Rule editor for Rule Stage
You can also define a new rule from scratch within the InfoSphere DataStage and InfoSphere QualityStage Designer as shown in Figure 9-43.

The same rule definition can now be applied to data stored in a repository or to data being processed in an InfoSphere DataStage or InfoSphere QualityStage job or as a service. You benefit from higher flexibility on how and where to deploy data quality monitoring. Publishing a data rule to the shared repository from InfoSphere DataStage, or from InfoSphere Information Analyzer, makes the rule available for usage across jobs or modules. For example, you might execute the rule first in the data warehouse. If bad data causes disruptions of the business, the same rule can be embedded in the job that loads the warehouse and preempt the bad data that enters the data warehouse.
9.13 Conclusion

In conclusion, this chapter highlighted the different aspects InfoSphere Information Analyzer data rules and their uses to assess and monitor data quality.

Chapter 10, “Building up the metadata repository” on page 339, addresses loading metadata of various asset types into the metadata repository so that you have a single location of metadata. This chapter also introduces InfoSphere Metadata Workbench so that you can view and explore data, monitor data usage, generate lineage reports, and do much more.
Building up the metadata repository

The InfoSphere Information Server metadata repository provides stakeholders a single portal of information to monitor the use of information, its quality, and its adherence to the business requirements. The metadata repository enables the sharing and exchange of information and the documenting and loading of external data assets or processes.

The metadata repository can be considered a warehouse for metadata because it includes metadata that is native to InfoSphere Information Server. It also includes other assets that can be imported from across the enterprise.

Building up the metadata repository is the process of accumulating and storing metadata in this centrally shared metadata repository. It is the process of storing data and business assets so that they can be used for better understanding of the data. It facilitates auditing of data usage and manipulation of the data. It helps to ensure correct usage and validate data reliability.

This chapter includes the following sections:

- Introduction to InfoSphere Metadata Workbench
- Data storage systems
- Data models
- Business intelligence reports
10.1 Introduction to InfoSphere Metadata Workbench

IBM InfoSphere Metadata Workbench is used to enrich the contents of the metadata repository, specifically, the association with business terms, business tables, data stewards, and authoring descriptors. InfoSphere Metadata Workbench gives stakeholders a unified view of information. This way, they can better understand the implied meaning, specification, and published quality assessment. They can also analyze the data flow.

InfoSphere Metadata Workbench is installed as part of the InfoSphere Information Server, and it can be accessed through a web browser. You use the following default URL to access it:

http://ServerName:9080/workbench

Figure 10-1 shows the administrative user interface for InfoSphere Metadata Workbench.

![InfoSphere Metadata Workbench](image)

Figure 10-1  InfoSphere Metadata Workbench

InfoSphere Metadata Workbench provides an administrative user interface to manage and deliver data lineage and to create and apply custom properties. This
interface also helps to manage and document external processes and systems in the form of extended data sources and extension mapping documents.

10.2 Data storage systems

Loading data storage systems as a data warehouse or data marts into the metadata repository supports the data lineage requirements of the business. In addition, by loading these systems, you can take advantage of the application of business terms and the enhancement of the descriptors for data assets. Furthermore, the metadata repository sustains and supports more efficient development processes by allowing developers full information sharing.

Figure 10-2 shows the data flow of an information integration system. For more information and instructions for loading the database assets, see 7.5, “Staging database” on page 192.

![Diagram of data flow]

Figure 10-2  Loading staging data in an information integration solution

10.3 Data models

Data models help to describe how to structure, consolidate, and represent data effectively. They also help you to implement a database system to support the data storage or development efforts. Representing data models in the InfoSphere Information Server benefits the stakeholders in that they can trace the database system back to the original design and understand the implied intent and specification.
You can load data models into the InfoSphere Information Server by using InfoSphere Metadata Asset Manager. Users of the Information Server benefit by including such metadata in the Repository. For example, they can search and browse such information from a central asset catalog, view the relationships between models and implemented databases, and use such information for development. Users can also assign terms, labels, stewards to such assets.

In the bank acquisition scenario in this book, we import an InfoSphere Data Architect data model that has been saved in a logical data model (LDM) file format. We developed this LDM file format data model by using the IBM InfoSphere Glossary Pack for Financial Services. We also generated the supporting data warehouse and reporting mart database storage systems.

10.3.1 Loading the data models

To load the data models, complete these steps:

1. Log on to InfoSphere Metadata Asset Manager.
2. Click **New Import Area**.
3. In the New Import Area panel (Figure 10-3), define a new area for the import of a data model. You can then re-import and manage the imported metadata.

   a. Enter a name for the import area to uniquely identify the import process for future re-import or administration.

   b. Optional: Enter a description for the import area, describing the data model to be imported or the process.

   c. Select a previously defined metadata interchange server. The metadata interchange server defines the connectivity to the InfoSphere Information Server where the metadata of the data model will be imported.

   d. Browse to select a bridge to provide the connection parameters to the load information from the source system. In our example, we select the **IBM InfoSphere Data Architect Metabroker** bridge.

   e. Click **Next**.

![Figure 10-3   New import area in the InfoSphere Metadata Asset Manager](image)
4. In the Bridge Parameters group box, specify the values for the bridge import parameters (Figure 10-4), which identify the data model to be loaded.
   a. Browse to select an InfoSphere Data Architect data model. Select an LDM file that represents a logical model or a database management (DBM) file that represents a physical model. You can find the file on InfoSphere Information Server or on local file systems.
   b. Select **Import traceability relationships with LDM**, which captures the relationships between an LDM file and a DBM file.
   c. Click **Next**.

*Figure 10-4  Bridge parameters in the import area*
5. In the Identity Parameters for Database Assets group box, specify the values for the identity parameters (Figure 10-5). The identity parameters include the host system, which helps a user identify and classify information in the InfoSphere Information Server.
   
a. Browse to select an existing host system, or enter the name of the host system. The host system must reflect the server on which the implemented database instance has been installed.
   
b. Optional: Enter a name for the database instance. The instance name must reflect the database or node where the physical model has been deployed.
   
c. Click **Next**.

![Figure 10-5 Identity parameters in the import area](image)

*Figure 10-5  Identity parameters in the import area*
6. Complete the import event so that you can preview the data model asset before you publish it to the InfoSphere Information Server (Figure 10-6):
   a. Select **Easy Import** to publish the model automatically to the metadata repository. Alternatively, select **Advanced Import** to review the model before its publication to the metadata server.
   b. Click **Import** to complete the process and publish the model to the metadata repository.

   ![Figure 10-6 Complete the import process of the data model](image)

7. Publish the data model asset to the InfoSphere Information Server so that you can preview the asset to be imported. You can also compare it to existing assets that will be merged or otherwise updated.
   a. Select and open the import area that contains the previously imported data model.
   b. Click the **Staged Import** tab.
   c. Click **Preview** to analyze the data model assets to be shared and their effects on the existing assets in the InfoSphere Information Server (Figure 10-7 on page 347). You can preview the type and number of assets to be created, deleted, or merged upon sharing. Browse to select a particular data model asset object, so that you can view the pending changes after it is shared.
   d. Click **Share** to publish the database asset to the InfoSphere Information Server, making the loaded database asset available to all components.
10.3.2 Results

Data models represent the design of the database systems that are defined in the information integration project. Stakeholders want to understand the relationships between the physical database systems and their logical counterparts.

The following information assets are available in the InfoSphere Information Server after loading a data model:

- **Logical model** ( ): The organizational structure or domain concepts of information, independent of any data management system.
- **Logical entity** ( ): The entity design structures of the model.
- **Logical attribute** ( ): The attribute or column definitions in the defined entity structures of the model.
Physical model (物理模型) The data design and data relationships.

Design table (设计表) The design of the database table, its indexes, its keys, and its relationships.

Design column (设计列) The design of the database column, its type, its length, and its usage.

You can search, browse, and view the details of the LDM assets, the implemented physical models, and database systems from the components of InfoSphere Information Server, including InfoSphere Metadata Asset Manager.

10.4 Business intelligence reports

Business intelligence (BI) reporting refers to the process of publishing, distributing, and reviewing data results and information. Critical to your success is the ability to understand the meaning and authenticity of these reports. The reports are routinely generated against data sources, such as data marts or data warehouses.

Consider the following questions:

- How can we better understand the current quality and status of our reports?
- When was the content feeding the report last updated?
- Which InfoSphere DataStage and InfoSphere QualityStage jobs or other extract, transform, and load data integration processes were sequenced during an update?

BI reports are report templates that are created in the reporting tool. The BI reports include report fields, several of which are non-data fields, such as page numbers and section headers. Other report fields are data fields that retrieve or calculate data from a data source.
BI reports contain source information from the underlying BI model that aggregates and reads information from a data source. In the bank example, we import a Cognos BI report and framework manager model, as shown in Figure 10-8.

10.4.1 Loading BI reports

To load BI reports, complete these steps:
1. Log on to InfoSphere Metadata Asset Manager.
2. Click **New Import Area**.
3. In the New Import Area panel (Figure 10-9), define a new area for the import of a BI report. You can then re-import and manage the imported metadata.
   a. Enter a name for the import area to uniquely identify the import process for future re-import or administration.
   b. Optional: Enter a description for the import area to identify the report to be imported or the process.
   c. Select a previously defined metadata interchange server. The metadata interchange server defines the connectivity to the InfoSphere Information Server where the metadata of the report will be imported.
   d. Browse to select a bridge, which provides the connection parameters to the load information from the source system. In this example, we select the IBM Cognos BI Reporting - Content Manager bridge. This bridge connects to the Cognos BI server to load the report metadata.
   e. Click Next.

![Figure 10-9  Loading the Cognos BI report](image)
4. Specify the values for the bridge import parameters (Figure 10-10 on page 352). The parameters identify the report to be loaded.

a. Browse to select the version of the Cognos BI server that contains the report to be imported.

b. Enter the URL for the Cognos BI server dispatcher, such as the following typical URL:

   http://Server:9300/p2pd/server/dispatch

   The dispatcher acts as a gateway to send requests to the Cognos BI server repository. Ensure that the machine can access the Cognos BI server dispatcher.

c. If Cognos BI authentication has been enabled, complete these steps:

   i. Enter the Cognos BI namespace.
   ii. Enter a user name.
   iii. Enter a user password.

d. For Source search path, select the report objects to import. Click the Search icon (magnifying glass) to browse to select the published packages or folders of the Cognos BI server that contain the reports and framework manager model. Select a single package for import. The import process loads all associated reports and models from the package.

e. Click Add Dependent Objects to capture the referenced report objects for import.

f. For Folder representation, select Ignore, which automatically captures the Cognos BI server and the package or folder location of the report.

g. Click Import joins to capture the Cognos BI framework model entity relationships.

h. Click Next.
5. Specify the values for the identity parameters (Figure 10-11 on page 353). The identity parameters include the host system, which helps a user identify and classify information in the InfoSphere Information Server.

a. Browse to select an existing host system, or enter the name of the host system. The host system must reflect the server, on which the database system that is accessed by the BI model has been deployed.

b. Browse to select an existing database system, or enter the name of the database system. The database system name must reflect the name of the database system from where Cognos BI Framework Manager is reading information.

c. Optional: Select **Use database name to override bridge value**. Alternatively, select **Use database name if bridge value is empty** to determine how the database name is applied to the imported information assets.

d. Enter the name of the database management system (DBMS) that houses the database system, such as DB2.
e. Optional: Select **Use DBMS name to override bridge value**. Alternatively, select **Use DBMS name if bridge value is empty** to determine how the DBMS name is applied to the imported information assets.

f. Enter the name of the database schema containing the database tables that are referenced by the Cognos BI Framework Manager model.

g. Optional: For Use schema name, select **Override bridge value**. Alternatively, select **Bridge value is empty** to determine how the schema name is applied to the imported information assets.

h. Click **Next**.

---

Figure 10-11  Define identity parameters in the import area
6. Complete the import event so that you can preview the report asset before you publish it to the InfoSphere Information Server (Figure 10-12):
   
a. Select **Easy Import** to automatically publish the report to the metadata repository. Alternatively, select **Advanced Import** to review the report before it is published to the metadata server.

   b. Click **Import** to complete the process and publish the report to the metadata repository.

![Image of IBM InfoSphere Metadata Asset Manager](image)

*Figure 10-12  Completing the import process of the data model*

7. Publish the report metadata to the InfoSphere Information Server so that you can preview the asset to be imported and compare it to the existing assets that will be merged or otherwise updated:
   
a. Select and open the import area that contains the previously imported report.

   b. Select the **Staged Import** tab.
c. Click **Preview** to analyze the report assets to be shared and their effects on the existing assets in the InfoSphere Information Server (Figure 10-13). You can preview the type and number of assets to be created, deleted, or merged after sharing. Browse to select a particular report asset object to view the pending changes after sharing.

d. Click **Share** to publish the database asset to the InfoSphere Information Server, which makes the loaded report available to all components.

![Figure 10-13  Sharing report assets with InfoSphere Information Server](image)

**10.4.2 Results**

BI reports represent the consumers of information and the distribution media for business reports for internal and external consumption. Stakeholders want to understand the report and the associated business requirements. Most importantly, they want the ability to trace the report data to the originating source systems, further assessing the data quality of those source systems.
The following information assets are available in the InfoSphere Information Server upon loading a report:

**BI report server**

The computer system on which the report system resides. The server is created during the import of the BI report.

**BI report**

The name of the BI report that contains the content for distribution. BI reports include fields.

**BI report field**

The names of the fields or columns that are included in the report.

**BI model**

The report data model, against which the report has been developed. BI report models include collections.

**BI collection**

A structured grouping or entity for containing information. BI collections include members.

**BI collection member**

The columns or attributes of a collection, referencing specific instances of data.

You can search, browse, and view the details of the BI report or report model assets from the components of InfoSphere Information Server, including InfoSphere Metadata Workbench.

### 10.5 Information asset enrichment

The proper understanding and use of information are critical to manage enterprise metadata and implement information integration solutions.

Developers must be able to browse and view the data structures with which they need to interface. However, in addition to providing them with the technical requirements to fulfill their tasks, they must also have a business understanding of the information and the overall business requirements. This knowledge is critical to achieving efficiencies and the quality of the development effort.

Furthermore, analysts and auditors require insight into the key systems and processes. This way, they can evaluate the application of data quality standards and rules and the adherence to the business requirements or regulatory standards.

Although the metadata repository allows the load and representation of the data systems, reports, and processes, InfoSphere Information Server provides the framework to enrich the understanding of the information.
10.5.1 Business glossary terms

Achieving strategic business objectives requires a common and shared understanding of the business definitions and vocabulary. The incorrect interpretation or use of data increases the risk of errors and compromises its value. A requirement exists to extend the definition of technical assets with clearly defined and accepted business definitions.

Business metadata documents the business meaning and intent of information, its defined use, and structure. The business meaning defines the vocabulary, which is independent of technology and the source documentation.

Business metadata is created in the IBM InfoSphere Business Glossary (Figure 10-14), so that the business can establish relationships between business understanding and information assets. Stakeholders can search and benefit from the business glossary from all of the components of the InfoSphere Information Server.

![InfoSphere Business Glossary](image)

Figure 10-14   InfoSphere Business Glossary

Business glossary terms express the precise definition of a singular concept or expression. Terms can further infer their meaning through defined synonyms or related terms.

You can assign business glossary terms to the assets in the metadata repository from the following components of the InfoSphere Information Server:

- IBM InfoSphere Business Glossary
- IBM InfoSphere Business Glossary Representational State Transfer (REST) application programming interface (API)
Assigning business glossary terms

You can assign business glossary terms from and to and asset.

To assign a glossary term to an asset, complete these steps:

1. Log on to the InfoSphere Business Glossary.
2. Search for a glossary term to which to assign a database table.
3. On the Search page (Figure 10-15), enter the name, or partial name, of a term that you want to locate in the glossary. Click Search to view a list of matched results.
4. From the list of results, select the appropriate term to view the term details.
5. On the Term Details page, click Edit to add an assigned asset.
6. In the Assigned Asset section, enter the name of the database table to be assigned. Repeat steps 4-6 for all asset assignments for this term.
7. Click Save to save the term assignments and close the edit window.
To assign a glossary term from an asset, follow these steps:

1. Log on to the InfoSphere Business Glossary.
2. On the Search page, complete these steps:
   a. Click Options.
   b. Select Search to search for a database table.
   c. Enter the name, or partial name, of the table.
   d. Click Search to view a list of matched results.

   Alternatively, select the Data Source Tree or browse for additional information asset types in the business glossary to locate a database table.

3. From the list of results, select the requested table, and then click to view the table details.
4. On the Database Table Details page, click Edit to add an assigned asset.
5. On the Edit Account page (Figure 10-16), complete these steps:
   a. In the Assigned to Labels field, enter the name of the label to be assigned. Repeat steps 4 and 5 for all term assignments for this table.
   b. Click Save to save the term assignment and close the edit window.

Figure 10-16  Term assignment of a database table
You can preview or search on the glossary term to database table relationship, similar to any term to asset relationship, in any component of InfoSphere Information Server.

10.5.2 Business glossary labels

Similar to business glossary terms, labels capture and represent business metadata. This metadata categorizes and imparts meaning, defined categorization, or the typing of assets in the metadata repository.

Geography or Deployment Type are examples of business labels that provide stakeholders additional understanding and classification. These business labels specifically provide the locale and intended use of the labeled database system as needed in an information integration project. Business requirements and governance regulations mandate capturing and applying business metadata for increased data understanding and validation.

You can assign business glossary labels to the assets in the metadata repository from the following components of InfoSphere Information Server:

- IBM InfoSphere Business Glossary
- IBM InfoSphere Business Glossary REST
- IBM InfoSphere Metadata Workbench

In the bank scenario, we assign a business glossary label to a database table by using InfoSphere Business Glossary. This action requires a business glossary assigner role.

Assigning business glossary labels

To assign a business glossary label to a database table, complete these steps:

1. Log on to the InfoSphere Business Glossary.
2. On the Search page, complete these steps:
   a. Click Options.
   b. Select Search to search for a database table.
   c. Enter the name, or partial name, of the table.
   d. Click Search to view a list of matched results.

   Alternatively, select the Data Source Tree or browse for additional information asset types in the business glossary to locate a database table.

3. From the list of results, select the requested table, and click to view the table details.
4. On the Database Table Details page, click Edit to add a label assignment.
5. On the Edit Account page (Figure 10-17), complete these steps:
   a. In the Assigned to Term field, enter the name of the term to be assigned. Repeat the process for all label assignments for this table.
   b. Click Save to save the label assignment and close the Edit window.

You can view or search a glossary label that is associated with a database table, similar to any detail of the database table, in InfoSphere Metadata Workbench.
10.5.3 Data stewardship

Data stewards are responsible for managing information, including enforcing the data policies and standards, assigning business definitions, and monitoring data quality. Data stewards work closely with the architects, administrators, and developers to define, establish, and monitor quality processes and to mitigate the risks that are associated with inadequate data quality.

Data stewards do not necessarily own the information assets. They are more aligned to the business rather than the technology. Data stewards, however, remain accountable for information and for ensuring the compliance with business requirements and standard practices.

Metadata management requires the creation and empowerment of a data governance strategy, including the stewardship for all assets that are in the metadata repository.

You can assign the data stewards to the assets in the metadata repository from the following components of the InfoSphere Information Server:

- IBM InfoSphere Business Glossary
- IBM InfoSphere Business Glossary REST
- IBM InfoSphere Metadata Workbench
- IBM InfoSphere Information Analyzer
- IBM InfoSphere FastTrack

In the example in this book, we assign a data steward to a database table by using InfoSphere Metadata Workbench.
Assigning a data steward
To assign a data steward to a database table, complete these steps:

1. Log on to the InfoSphere Metadata Workbench.

2. From the home page (Figure 10-18), in the left navigation pane, click **Browse**. In the right pane, click **Databases and Tables**. Here you can browse the host systems and navigate their included database systems, by selecting the database table for which a data steward is to be added.

   Alternatively, from the home page, select the asset type **Database Table** and enter the name or partial name of the table to find a specific database table. Click **Find** to view a list of matched results and to select the requested table.

3. On the Database Table Details page, in the right pane, click **Assign to Steward** to add a data steward assignment.

![Figure 10-18 Details of Database Table in InfoSphere Metadata Workbench](image)
4. In the Select Steward for ACCOUNT window (Figure 10-19), select a data steward:
   a. In the Find field, enter the name, or partial name, of the data steward to be assigned to the database table. Click Find to view a list of results.
   b. Select the requested data steward, and click Select to assign the data steward to the database table.

![Select Steward for ACCOUNT](image)

*Figure 10-19  Data steward selection window*

With InfoSphere Metadata Workbench, you can assign a data steward, business term, or business label to multiple assets in a single action, when searching on or displaying a list of assets.

You can preview or search on the data steward that is associated with a database table, similar to any detail of the database table, in any component of InfoSphere Information Server.

### 10.5.4 Asset descriptor and alias

Information assets, such as the information assets that are loaded into the metadata repository, require concise and relevant descriptors. These descriptors impart their intended understanding, structure, classification, and specification to the stakeholders. Although the assets include a name and context, they do not facilitate the advanced searching and classifications that are required.

Descriptors facilitate the correct use of information and validate the expected results. They can also provide additional data requirement, specification, or
ownership details. The alias name references the synonym or business name of an asset. Often the common name is referenced by stakeholders when they search for information.

Unlike business glossary terms or business glossary labels, which are specific to business metadata and requirements, descriptors are often specific to the technical ownership and use of the assets. Examples include the data owner, developer, or modeler.

Asset descriptors include short and long descriptions, in addition to the ability to author and manage custom descriptors for assets from within InfoSphere Metadata Workbench. With custom descriptors, you can extend and capture additional technical details, such as the data owner, organizational code, or security flag.

You can author certain descriptors, such as the short description, long description, and alias name, from the following components of InfoSphere Information Server:

- IBM InfoSphere Business Glossary
- IBM InfoSphere Metadata Workbench
- IBM InfoSphere Information Analyzer
- IBM InfoSphere FastTrack

In the bank scenario, we create a custom asset descriptor and edit a database table by authoring its descriptors and alias name by using InfoSphere Metadata Workbench. This action requires an InfoSphere Metadata Workbench administrator role.

**Creating an asset descriptor**

To create a custom asset descriptor, complete these steps:

1. Log on to the InfoSphere Metadata Workbench.
2. Select the Advanced tab from the left navigation pane. Then, select the link Create Custom Attribute.
3. In the Untitled Custom Attribute Definition window (Figure 10-20 on page 367), complete these steps:

a. Enter the name of the custom property. The name represents the descriptor that is capturing the technical definition, classification, or structure to be applied to the asset.

b. Optional: Enter a description for the custom property to be created.

c. Select the information asset type to which the custom property will be applied. In this example, we select **Database Table, View, Data File Structure**. The list of asset types includes all technical assets that are supported in the InfoSphere Information Server and that are loaded into the metadata repository.

d. Select the type of custom property to be created. You can create custom properties of the following types:
   - String to capture textual descriptions, specifications, or instructions
   - Number to capture numeric information, such as a version number
   - Date to capture time and date information, such as the run time or creation date

e. Optional: Select **Allow user to enter multiple values** so that a user can author and maintain multiple descriptor values for the asset.

f. Optional: Select **Display values in contained assets** so that a user can view the descriptor when browsing contained assets. For example, display the descriptor for a database table when viewing the columns of the database. For example, share a linked technical specification that is defined as a custom property on the table.

g. Optional: Define a set of enumerated values that a user can select and apply to the asset. Select **Define the list of valid values**, and then click Add to define the list of values. Alternatively, select **Import** to load a list of values from a text file. For example, you can define a set of organizational codes or security flags.

h. Click **Save** to create the custom property to represent the asset descriptor.
4. Click the **Manage Custom Properties** link to view a listing of all defined properties. You can edit, delete, or export the property definitions.
Creating author descriptors
To create author descriptors, complete these steps:

1. Log on to the InfoSphere Metadata Workbench.

2. On the home page (Figure 10-21), search for a specific database table to author its descriptor properties:
   a. For Asset Type, select Database Table.
   b. For Contains, enter the name or partial name of the table.
   c. Click Find to view a list of results.

   ![Figure 10-21 Searching for a database table in InfoSphere Metadata Workbench]

3. From the list of results, select the requested database table to view the Database Table Details page.

4. In the right action pane, click Edit to edit the descriptors of the database table asset.

5. In the Edit window for the asset opens, complete these steps:
   a. Author or edit the short description or long description of the asset.
   b. Author or edit the custom properties that are associated with the asset.

6. In the right action pane, click Edit Alias (Business Name) to author the database table alias name.
7. In the Edit Alias window (Figure 10-22), author a new alias name, or edit an existing name. Then click **OK** to save the authoring changes.
Creating import descriptors
You can import the values of the custom properties that have been defined for information assets in InfoSphere Metadata Workbench, from externally generated input files. With this capability, you can take advantage of easy tagging and the fulfilment of the requirement to document additional details of the asset.

You can extract the input file from InfoSphere Metadata Workbench. The file format resembles a spreadsheet that identifies the asset and lists the custom property values.

To create import descriptors, complete these steps:
1. Log on to the InfoSphere Metadata Workbench.
2. In the left navigation pane, on the Advanced tab, select the Import Custom Attribute Values link.
3. In the Import Custom Attribute Values panel (Figure 10-23 on page 371), complete these steps:
   a. Click Add to browse to select one or more input files.
   b. Optional: Select one of the following actions:
      - Select Keep the existing attribute values and ignore the imported values to keep the values that are associated with the assets that are identified in the input file. This selection does not overwrite the existing asset descriptors.
      - Select Replace the attribute values with the imported values to remove existing values associated with the assets identified in the input file. This option also replaces those property values with the property values that are defined in the input file.
   c. Click OK to complete the process.
Creating export descriptors
You can export the values of custom properties that are defined for information assets in InfoSphere Metadata Workbench for bulk editing or replacing. With this capability, you can take advantage of the maintenance and authoring features. You can extract the file from InfoSphere Metadata Workbench for a list of assets.

To create an export descriptor, complete these steps:
1. Log on to the InfoSphere Metadata Workbench.
2. On the home page, search for a specific asset type, such as database tables, by selecting the asset type **Database Table**. Optionally, enter a partial name of a table to filter the resulting list. Then click **Find** to view the results.
3. In the list of database tables (Figure 10-21), perform general authoring or management tasks:
   a. Select the individual database table assets to include in the export of the custom properties. Alternatively, click Select All from the toolbar to select all of the database table assets that are listed.
   b. Select Export selected assets and their custom attribute values from the toolbar.
   c. In the File Save window, enter the location to which to save the output file.

   ![List of assets in InfoSphere Metadata Workbench](image)

   Figure 10-24   List of assets in InfoSphere Metadata Workbench

4. Edit the custom property values that are associated with the listed assets of the output file.
The export file is in the comma-separated value (CSV) format, delineating the names and identity for each selected asset. It includes a complete list (see Figure 10-25) of all custom attribute definitions that are defined for the asset type and the values, including null or empty values, for each asset.

```
+++ Database Table - begin +++
Name,Host,Database,Schema,'Data Specification', 'Data Type'
ACCOUNT', 'BankA-DB2', 'Bank_Stg', 'BANK'
ACCOUNT', 'BankA-DB2', 'Bank_DW', 'BANK'
'BANK_LOB', 'BankA-DB2', 'Bank_Stg', 'BANK'
'BANK_LOB', 'BankA-DB2', 'Bank_DW', 'BANK'
'BANK_LOB_DATA', 'BankA-DB2', 'Bank_Stg', 'BANK'
'BANK_SAVINGS', 'BankA-DB2', 'Bank_Mrt', 'BANK'
'BRANCH', 'BankA-DB2', 'Bank_Mrt', 'BANK'
'Categories', 'Data Model', 'Data Modeler', 'northwindModel'
'CHECKING', 'BankA-DB2', 'Bank_Mrt', 'BANK'
'CRS', 'BankA-DB2', 'Bank_Stg', 'BANK'
'CRS', 'BankA-DB2', 'Bank_DW', 'BANK'
'CRS_DATA', 'BankA-DB2', 'Bank_Stg', 'BANK'
'CST_ADDR', 'BankA-DB2', 'Bank_Stg', 'BANK'
'CST_ADDR', 'BankA-DB2', 'Bank_DW', 'BANK'
'CST_ADDR_DATA', 'BankA-DB2', 'Bank_Stg', 'BANK'
'CST_CREDIT_RISK', 'BankA-DB2', 'Bank_Stg', 'BANK'
'CST_CREDIT_RISK', 'BankA-DB2', 'Bank_DW', 'BANK'
'CUST_CREDIT_RISK_DATA', 'BankA-DB2', 'Bank_Stg', 'BANK'
'CUSTMPTER', 'BankA-DB2', 'Bank_Stg', 'BANK'
'CUSTMPTER', 'BankA-DB2', 'Bank_DW', 'BANK'
'CUSTMPTER4', 'Data Model', 'Data Modeler', 'EMOVIES.XML'
'CUSTMPTER4', 'Data Model', 'Data Modeler', 'EMOVIES.XML'
'CUSTMPTER4', 'Data Model', 'Data Modeler', 'EMOVIES.XML'
'CUSTMPTER4', 'Data Model', 'Data Modeler', 'EMOVIES.XML'
'CustomerDemographics', 'Data Model', 'Data Modeler', 'northwindModel'
'Customers', 'Data Model', 'Data Modeler', 'northwindModel'
'DEMOGRAPHICS', 'BankA-DB2', 'Bank_Mrt', 'BANK'
'EMPLOYEE', 'Data Model', 'Data Modeler', 'EMOVIES.XML'
'Employees', 'Data Model', 'Data Modeler', 'northwindModel'
'EmployeesT', 'Data Model', 'Data Modeler', 'northwindModel'
```

Figure 10-25 Import file format for custom attribute values in InfoSphere Metadata Workbench

10.6 Conclusion

In conclusion, this chapter explained how to use InfoSphere Metadata Workbench to load data storage systems, data models, and BI reports into the metadata repository. It also explained how you can enrich your information assets through asset descriptors, author descriptors, and import and export descriptors.

Chapter 11, “Data transformation” on page 375, explains how to use InfoSphere FastTrack and InfoSphere DataStage to extract, transform, and load data to the metadata repository and data mart for developing BI reports and analysis.

Then Chapter 12, “Enterprise reports and lineage generation” on page 393, explains how to view enterprise data lineage reports and other reports by using the information collected and stored in the metadata repository with InfoSphere Metadata Workbench.
Data transformation

IBM InfoSphere FastTrack creates source-target mapping specifications for data integration jobs. IBM InfoSphere DataStage and IBM InfoSphere QualityStage provide the essential integration functionality to integrate data across multiple source and target applications, collecting, transforming, and delivering high volumes of data. InfoSphere QualityStage also provides data cleansing functionality from standardization, to deduplication, to establishing master data.

InfoSphere FastTrack, InfoSphere DataStage, and InfoSphere QualityStage are all IBM InfoSphere Information Server product modules. This chapter focuses on these modules from a mapping and job generation perspective. This chapter also explains how to construct the jobs to enable the automatic generation of lineage and impact analysis reports by IBM InfoSphere Metadata Workbench, contributing to successful metadata management.

This chapter includes the following sections:

- Introduction to InfoSphere FastTrack
- Basic mapping
- Advanced mapping
- Mapping lifecycle management (job generation)
- Metadata sharing (extension mappings)
- InfoSphere DataStage job design
- Shared metadata
- Operational metadata
- Conclusion
11.1 Introduction to InfoSphere FastTrack

InfoSphere FastTrack is one of the InfoSphere Information Server product modules. It creates source-target (or more technically target to source) mapping specifications for data integration jobs.

InfoSphere FastTrack provides a central and secure interface to manage all data integration mappings. It provides the following advantages and functions:

- Is useful for any integration tooling (Java, InfoSphere DataStage, and so on)
- Provides a single identical copy of all metadata
- Is auditable for tracking mapping history
- Provides centralized management review, statistics, custom status codes, and so on
- Supports the reuse of rule specifications across projects (and for future endeavors)
- Provides search and discover functions for locating the “best” column mappings
- Uses business glossary term relationships to help identify appropriate mappings
- Offers increased visibility of mappings through standardized reports
- Establishes data lineage for any source-to-target mappings
- Generates “template” data integration jobs for InfoSphere DataStage and InfoSphere QualityStage

InfoSphere FastTrack mapping is displayed in InfoSphere Metadata Workbench for lineage immediately. Without export, without creation as an extension mapping, and without job generation, you can display an InfoSphere FastTrack mapping directly.

InfoSphere FastTrack is a client-server-based product module. Its user interface is an Eclipse-based application so that users can define mapping specifications that describe source to target data movement. It is supported by a services layer that is implemented as WebSphere Application Server services. These services are installed on the WebSphere Application Server instance of InfoSphere Information Server.
11.1.1 Functionality and user interface

InfoSphere FastTrack mapping specifications are organized into projects. *Projects* are centralized locations where you manage business specifications. The status of each project can be traced through its various stages: Project Review, In Progress, and Deployed. InfoSphere FastTrack projects can contain multiple mapping specifications. There is no limit to the number of projects that can be created. Because InfoSphere FastTrack is an InfoSphere Information Server product module, it allows for seamless sharing of the common security user model of InfoSphere Information Server.

For the bank scenario in this book, we created two projects: Mortgage Mappings and Deposit Mappings (Figure 11-1).

![InfoSphere FastTrack projects](image)

**Figure 11-1  InfoSphere FastTrack projects**

The InfoSphere FastTrack is a single managed infrastructure to track projects from the requirements phase to project deployment. With InfoSphere FastTrack, you can create the following items:

- Required transformation rules
- Source-to-target column mappings
- The definition of business terms with links to physical data structures

With InfoSphere FastTrack, you can also generate InfoSphere DataStage jobs and historical documentation for project tracking purposes.

11.1.2 Administration

The administration function of InfoSphere FastTrack can be summarized into administering the projects, user roles, and cross-tool permissions of InfoSphere FastTrack.
An *InfoSphere FastTrack project* is a logical unit that contains a set of mapping specifications secured separately from other projects (such as InfoSphere DataStage projects). User access is granted on the level of an InfoSphere FastTrack project. The InfoSphere FastTrack administrator is responsible for creating and removing projects as needed during the development cycle.

InfoSphere FastTrack administrators can create InfoSphere FastTrack projects and assign *users* to those projects. InfoSphere FastTrack users can use the core InfoSphere FastTrack functionality, import metadata, create mapping specifications, and generate reports.

InfoSphere FastTrack administrators provide *cross-tool permissions* for users. For example, InfoSphere FastTrack users must also be InfoSphere DataStage users with appropriate permission to generate InfoSphere DataStage jobs. In addition, InfoSphere FastTrack users must be glossary users and glossary authors in order to use and update InfoSphere Business Glossary.

The InfoSphere FastTrack administrator must ensure that the InfoSphere FastTrack map developers have all of the appropriate suite roles so that they can complete their work.

### 11.2 Basic mapping

In InfoSphere FastTrack, you can create mapping specifications by using the following methods:

- The drag-and-drop method
- Auto-map wizards
- Importing previously created mapping specifications that were defined in Microsoft Excel or comma-separated value (CSV) files

The first two methods use the InfoSphere FastTrack user interface. With the import method, almost any format of mapping spreadsheet can be used as long as each row in the spreadsheet includes a source column and target columns. Optionally each row can contain mapping rules or transformation pseudo code that describes how the data is transformed before it is written to the target column. These mapping documents can be imported in their entirety. Alternatively, a portion of the document can be imported by specifying start and end rows and column delimiters. Such information as column headings can be filtered out during the import process.

In all cases, the mapping process can be monitored for status (Mapped, Reviewed, and Validated). Statistics are also gathered during map creation such
as the number of columns and tables mapped, the map creation date, the last modified date, and any description information.

More than one map can be in the process of being created at any given time, which allows dependencies between processes to be easily synchronized. Also the ability to cut, copy, and paste mapping elements between specifications makes it easy to share specification logic between maps. Figure 11-2 shows two columns being mapped into one column on line six.

![IBM Information Server FastTrack](image)

**Figure 11-2  Two columns mapped into one column**

Table mapping supports one to one (1:1) column mapping, one to many (1:many) column mapping, many to one (many:1) column mapping, and many to many (many:many) column mapping.

The column metadata used in these mappings can be imported from the physical database or from a physical data model. Data model imports are done by using the common InfoSphere Information Server import/export manager. (This manager is included with all InfoSphere Information Server modules as part of the core infrastructure.)
InfoSphere FastTrack can also use metadata that was imported by using other InfoSphere Information Server product modules such as InfoSphere Information Analyzer or InfoSphere DataStage connector stages. Consider that you have followed best practices and profiled your source data to help you understand its structure and the types of transformations to apply. In this case, you can use the same metadata that was previously imported by InfoSphere Information Analyzer.

If no shared metadata is in the repository that can be used to create InfoSphere FastTrack mapping documents, maps can be created with columns defined in the map itself. These columns are called candidate columns. They can be keyed in manually, or they can be created from existing InfoSphere Business Glossary terms.

While the map is being defined, you can view the underlying data defined by the source or target metadata (if available) as sample data content with security login. The fields of each mapping element are customizable by using display options. These options include sort order, columns displayed, and viewable properties, such as physical column characteristics. All options can be configured as visible or not visible depending on the preference of the user who is creating the map.

### 11.3 Advanced mapping

Up to this point, we have focused on simple source to target mappings. InfoSphere FastTrack can also help create more complicated mapping specifications. These more complicated maps can populate multiple target tables from a single source table. They can also incorporate switch statement constructs that define values to direct data flow into multiple target tables.

Lookup constructs can also be incorporated. Lookups, for example, are elements of a map that allow for the replacement of code values with textual descriptions of what a code represents. These lookups can be designed for reuse and can then be imported from a previously defined CSV file.

Discovery algorithms and auto-map wizards are also available to facilitate the creation of mapping documents. Also mapping facilities are available to find exact, partial, and lexical matches on column names, which are useful when mapping large sources and targets. Column match details include linkages found in InfoSphere Business Glossary between dissimilar names. For example, Tax ID and SS Num are synonyms in InfoSphere Business Glossary. The relationship can be used to automatically map these elements. The auto-mapping wizards can also identify column names, such as CUST = CUSTOMER, reducing the time required to map hundreds of columns.

Business linkages can be used to create, link, and share standard business terms with physical columns. Business terms can be assigned manually or by using
drag-and-drop functionality from shared metadata. Existing InfoSphere Business Glossary terms can be associated with source or target map columns. New InfoSphere Business Glossary terms can also be created by using the InfoSphere FastTrack user interface. The only limitation of this feature is that an InfoSphere Business Glossary category must exist for the new term to be created in it.

InfoSphere Business Glossary terms can be imported from a spreadsheet into a mapping specification. InfoSphere FastTrack can publish relationships between terms and physical columns to the InfoSphere Business Glossary. In InfoSphere Business Glossary, this process is also referred to as defining related IT assets.

The creation of business terms and publishing results requires appropriate user permissions to implement. Figure 11-3 shows that we have started the mapping specification with candidate tables. These tables do not yet exist in the repository. There are two source tables being mapped into a single target table. In this example, we do not yet have any joins or lookups defined. If it is necessary, these definitions can be implemented here.

Figure 11-3  Table mapping
11.4 Mapping lifecycle management (job generation)

InfoSphere FastTrack, as the name (fast track) implies, helps business users to quickly and easily define elements of a data flow. It also helps them to create mapping documents for InfoSphere DataStage jobs by using templates that incorporate major functional and design elements. This process uses the common security user model of InfoSphere Information Server and requires users to have job authoring privileges for InfoSphere DataStage to generate the jobs.

Before jobs can be generated, the mapping specification is run through a validation process. This process identifies inconsistencies and issues that might preclude the successful transformation of InfoSphere FastTrack map into an InfoSphere DataStage job template. Jobs can be generated even with validation errors. Errors are annotated in the generated jobs as comments. The InfoSphere DataStage developer must rectify them before the job is completed and functionally correct.

To generate a job, you must select an InfoSphere DataStage project folder where the generated job is to be written. You must also assign a unique name. If a unique name is not specified, the job generation process prompts you for permission to overwrite the existing job.

Each mapping specification can generate one job. Alternatively, multiple specifications can be combined sequentially or in parallel to generate a single job. When validation is enabled, you can receive messages that validate a filter or function expression. Warning or error messages are generated based on the information that you specify in the mapping specification.

Combining specifications can be done in the following ways:

- Mapping specification A to generate job A
- Mapping specification A, plus mapping specification B, processed sequentially in a single job C
- Mapping specification A, plus mapping specification B, processing in parallel streams in a single job C

The completion of job generation results in an InfoSphere DataStage job that is ready for a developer to review and complete, after which the job can be deployed. Jobs can include shared containers, lookup stages, transformations, annotations, and more. Simple data integration jobs can be ready for immediate deployment with little or no additional work. More complex jobs can require substantial work to prepare them for deployment.
Lineage is tracked from specification to the deployed job. Generated jobs are automatically documented with specification requirements giving the developer most of the requirements needed to complete the jobs data flow.

When a mapping specification is complete, an InfoSphere DataStage job can be generated.

To generate a job, complete these steps:

1. On the Mapping page, select the mapping specification from which to generate the job. As shown in Figure 11-4, we select mapping specification **BAW1300_AR_GRP** from which to generate a job. Then click **Next**.

![Figure 11-4 Generating a job](image-url)
2. Select an InfoSphere DataStage project in which to have the generated job saved. As shown in Figure 11-5, we select the InfoSphere DataStage project HOU_Prod_091709, in which to save the generated job. Then Next.
3. Select a folder inside the project that you selected in the previous. As shown in Figure 11-6, we select the **ODS_Denormalized** folder. Then click **Finish**.

![Image of FastTrack interface](Image)

**Figure 11-6** Selecting the folder within the project in which a generated job is saved

The job template is generated based on the information that you provided.

### 11.5 Metadata sharing (extension mappings)

InfoSphere FastTrack can help create *Lineage Extension Mappings*, which are data lineage objects. You use them to supplement the built-in data lineage features of InfoSphere Metadata Workbench with lineage elements that are not defined as part of an InfoSphere DataStage project. These elements are existing data integration processes that were developed with a third-generation development tool such as COBOL, C, or C++. You also use Lineage Extension Mappings to describe data flows that are implemented in database stored procedures or other data flows that are not implemented in InfoSphere DataStage.
An Extension Mapping is created by creating a basic mapping document that maps an existing data source column to an existing target column. Each column mapping can contain transformation logic that describes the processes that occur during the flow. The sum of these individual column mappings builds a picture of the functional logic of the data flow.

The sources and targets of the extension mapping are drawn from the existing shared metadata in the repository, eliminating the need to manually supply them in the extension mapping object. This approach can greatly reduce the number of erroneous column definitions that are introduced from manually generated extension mappings, resulting in a higher degree of accuracy. Because these mappings are functionally complete when they are exported, they seamlessly integrate into the existing data lineage that is produced by InfoSphere Metadata Workbench.

### 11.6 InfoSphere DataStage job design

Design metadata encompasses the details that define the logical steps of a job to move data from source to target. Everything related to a job at its lowest level resolves to program code. InfoSphere DataStage jobs are represented graphically in InfoSphere DataStage Designer (Figure 11-7).

![InfoSphere DataStage and InfoSphere QualityStage Designer](image)

*Figure 11-7  InfoSphere DataStage and InfoSphere QualityStage Designer*
Each icon that you see in Figure 11-7 on page 386 is called a *stage*. A stage contains various properties, variables, program code, column mappings, and so on. The types of information that each stage contains depends on the stage type.

For example, a database stage, such as the one on the far left side of Figure 11-7 on page 386, contains database connection information and the generated SQL to read a specific table from the database. Figure 11-8 and Figure 11-9 on page 388 show a sample of the types of metadata that a database stage uses to connect and retrieve information from the database. The parameters with the number sign (#) are used in the property fields.

*Figure 11-8  Sample InfoSphere DataStage general properties*
Figure 11-9 shows a sample generated SQL by InfoSphere DataStage.

![Sample InfoSphere DataStage generated SQL](image)

Figure 11-9  Sample InfoSphere DataStage generated SQL

Job design details impact how seamlessly your data lineage and impact analysis perform.

### 11.6.1 Job design details

Jobs that follow good metadata management practices facilitate the most robust data lineage information. Jobs can be constructed in a way that requires little or no manual manipulation of the metadata. With the right design, the automated services of InfoSphere Metadata Workbench can trace through the entire data lineage to produce data lineage and impact analysis reports.

In some cases, InfoSphere DataStage jobs were developed before these design considerations were known. Where jobs do not follow best practices, use the guidance provided in this section so that InfoSphere Metadata Workbench can automatically link these jobs together from a data lineage and impact analysis perspective. The job elements that require attention are data connectors, job parameters, SQL statement, and file names.

**Database connectors**

InfoSphere DataStage has numerous database connector types that can connect to various data sources. A data flow typically consists of multiple jobs. The same connector type must be used consistently throughout the data flow.
For example, if a developer chooses to use the DB2 connector to read and or write data in a job, any preceding and subsequent jobs in the flow must also use the DB2 connector. A project might have been started by using the Open Database Connectivity (ODBC) connector to access the data. At some point in the development process, a design decision was made to use the DB2 connector for performance reasons. The point at which the ODBC connector is substituted for the DB2 connector keeps the automated services from resolving the data lineage automatically.

Where a portion of the jobs uses a mix of connector types, you can use the connector migrator to automate these changes. This tool is supplied with InfoSphere Information Server.

**Job parameters**

Parameters or parameter sets must use consistent names for design time lineage to function. At run time, all values will be resolved. However, for design time lineage and impact analysis to function, parameter names and default parameter values must match between jobs, which is easily accomplished today by using parameter sets. For jobs that were developed before parameter sets were available, you might want to recode the jobs.

**SQL**

The automated services of InfoSphere Metadata Workbench have difficulty parsing vendor-specific SQL extensions. When custom SQL is supplied by the job developer, use care to refrain from the use of these extensions where possible. For performance reasons, in all cases, this approach might not be possible.

If the use of vendor-specific extensions is required, manual linkage of data lineage is required.

**File names**

For job flows that use sequential files, the imported file name and file element name must match the full path of the file as defined within the connector. Without this connection, the shared file definition cannot be linked to the jobs data flow. Because they are normally defined by job parameters, the previous rules might typically apply.
11.7 Shared metadata

Shared metadata objects describe the sources and targets of a data flow and become the fundamental building blocks of metadata reporting in regard to the flow of data. Without this shared metadata, there are no connective elements to link job flows.

Some shared metadata is produced as a by-product of activities such as importing metadata for analysis work in InfoSphere Information Analyzer. Other types, such as physical data models, schemes, or flat or complex file metadata, must be imported by the appropriate mechanism. Other disparate metadata that is crucial to your job designs and ultimately your metadata reporting must be configured to the point where it can be automatically identified and related by the automated services of InfoSphere Metadata Workbench. Other metadata that describes the structure of sequential or complex flat file must be created as shared metadata from InfoSphere DataStage jobs.

11.7.1 Shared metadata that must be created

InfoSphere DataStage table definitions can be turned into shared tables and files in the InfoSphere Information Server metadata repository by using the Shared Metadata Creation Wizard. With this wizard, the user to take existing InfoSphere DataStage table definitions and push them into the metadata repository so that they can be used as start or end points for data lineage or impact analysis.

This pushing step is not necessary when importing metadata by using the import/export manager or common connectors. However this step is necessary when sequential files or complex flat files must be represented as shared metadata.

The only guaranteed accurate representation of this metadata is inside InfoSphere DataStage jobs. Because InfoSphere DataStage allows for the manipulation of this metadata on the links inside of jobs, they never need to be saved as InfoSphere DataStage table definitions. InfoSphere DataStage developers commonly change these file definitions where they are used and not in the common InfoSphere DataStage table definition. With this practice, InfoSphere DataStage table definitions can become out of sync with the columns defined on the links in an InfoSphere DataStage job.

To ensure that the shared metadata that is persisted in the repository matches the actual columns, create new table definitions from the links in an InfoSphere DataStage job. These new table definitions can then be used to create the equivalent shared metadata in the InfoSphere Information Server metadata repository. This approach also allows for the correct locators to be generated in
the InfoSphere DataStage job, making it easier for InfoSphere Metadata Workbench to generate its lineage and impact analysis reports.

11.8 Operational metadata

Operational metadata describes the events and processes that occur and the objects that are affected when you run an InfoSphere DataStage or InfoSphere QualityStage job. After a job is run, the statistics of the job run (operational metadata) can be imported into the metadata repository. This metadata can then be used by InfoSphere Metadata Workbench to build operational metadata reports. It can also assist in the generation of data lineage and impact analysis reports.

The following types of information are captured as operational metadata:

- The number of rows that were read, written, or referenced
- The tables or files that were read from, written to, or referenced
- The stages and links that were used
- The project in which the job is contained
- Any parameters that are used by the job
- The invocation ID of the job
- Any notes about running the job

11.8.1 Creating operational metadata

Operational metadata is not generated by default. The service that creates it must be enabled by the InfoSphere DataStage administrator in the InfoSphere DataStage Administrator application.

The operational metadata for each job run is stored in a series of XML files. These XML files contain all the information previously mentioned that the jobs have since the last time operational metadata was imported into the metadata repository. This storage of information is accomplished through a series of scripts and is straightforward when the metadata repository used to view this metadata is the same that was used to execute the InfoSphere DataStage jobs. Job run reports are available by using InfoSphere Metadata Workbench.
11.9 Conclusion

In conclusion, this chapter explained InfoSphere FastTrack mapping and InfoSphere DataStage job generation. It addressed considerations to ensure automated generation of data lineage and impact analysis reports for metadata management.

Chapter 12, “Enterprise reports and lineage generation” on page 393, explains how to generate lineage and impact analysis reports by using InfoSphere Metadata Workbench for metadata management.
Enterprise reports and lineage generation

Metadata management means understanding where your reporting and analysis data come from and whether these data are accurate and reliable. Thus, when deriving business intelligence (BI) reports, you must validate the quality and correctness of the data to ensure that the report results are accurate and reliable.

IBM InfoSphere Metadata Workbench, one of the IBM InfoSphere Information Server product modules, provides metadata-based reports to ensure that quality data is also the correct data from the correct system. This chapter introduces the tasks and processes that are required to deliver the business and regulatory requirements for reporting and analysis.

This chapter includes the following sections:

- Lineage administration
- Support for InfoSphere DataStage and InfoSphere QualityStage jobs
- Support for external processes
- Support for InfoSphere FastTrack mapping specifications
- Configuring business lineage
- Search and display
- Querying and reporting
- Conclusion
12.1 Lineage administration

With IBM InfoSphere Metadata Workbench, you can view, understand, and analyze the content stored within InfoSphere Information Server repository. Whether it is InfoSphere DataStage jobs, external mapping documents, quality specifications, database systems, or glossary terms and labels, InfoSphere Metadata Workbench delivers a singular portal of information to satisfy the business requirements and promote governance objectives.

The key to understanding information is integration. How is information integrated between InfoSphere DataStage jobs, mappings, and database systems?

The analysis services of InfoSphere Metadata Workbench provide the advanced algorithms and data mining techniques in determining existing relationships that have yet to be formalized. These services provide the added value of InfoSphere Metadata Workbench and its reporting, querying, and analysis capabilities, which are delivered as in data lineage report.

InfoSphere Metadata Workbench acts as a flexible lens into the InfoSphere Information Server repository, providing meaningful views of asset information and its relevant associations. For example, when viewing an IBM InfoSphere DataStage and InfoSphere QualityStage job, you can immediately understand the data source the job is reading from or writing to the last execution time of the job. Further, by selecting the data source, you can appreciate the meaning, owner, data rule, policy, and usage of the asset.

In addition to providing details about information and their relationships, InfoSphere Metadata Workbench provides a wide-angle analysis view. It displays the data lineage between the data sources through their corresponding jobs, processes, and dependent BI reports.

This section highlights the following reports, which are available through InfoSphere Metadata Workbench:

- Business lineage
- Data lineage
- Impact analysis reports
12.1.1 Business lineage

Business lineage analysis reports provide a visual overview of how information flows within the information integration solution, from the consuming BI reports to the systems of records displaying only the relevant data sources.

Business lineage incorporates glossary terms and stewards, affording users an understanding of the meaning of the information, in addition to its defined business or alias name.

A governance czar who inspects weekly customer bank deposits report might want to validate the enterprise definition and application to identify high value customers and trace the origin of information for such a report. The governance czar can satisfy their understanding with such a business lineage report.

Business lineage can be launched from IBM InfoSphere Business Glossary or InfoSphere Metadata Workbench.

Figure 12-1 shows the Business Lineage Viewer.

Figure 12-1  View of business lineage
12.1.2 Data lineage

Data lineage analysis reports help to visualize how information flows within the integrated solution, from the consuming BI reports through data sources, jobs, or processes to the systems of record, displaying technical data flow.

Data lineage incorporates InfoSphere DataStage and InfoSphere QualityStage jobs, IBM InfoSphere FastTrack mapping specifications, and mapping documents authored within InfoSphere Metadata Workbench. Data lineage analysis reports further allow traceability for individual data columns, displaying transformation logic and runtime statistics.

A data analyst who views the data results within a data storage system might want to understand the originating systems of record or consuming BI reports and systems. Such a report satisfies the stated objectives for auditing and governance of data transformation and change.

Data lineage can be launched from InfoSphere Metadata Workbench, as shown in Figure 12-2.

Figure 12-2 View of data lineage
12.1.3 Impact analysis

Impact analysis reports detail the dependencies of information or the impact of a change within a data source or InfoSphere DataStage and InfoSphere QualityStage job. Impact analysis incorporates InfoSphere DataStage and InfoSphere QualityStage jobs, InfoSphere Information Services Director operations, data sources, and InfoSphere FastTrack mapping specifications. It details the usage and dependencies between such assets.

A developer who is required to alter the structure of a database table or update an InfoSphere DataStage and InfoSphere QualityStage job to accommodate changes invokes this report to understand the impact of this change. Downstream InfoSphere DataStage and InfoSphere QualityStage jobs, data sources, or BI reports might require updating to ensure continued data flow as depicted within the integrated solution. A developer can further satisfy their requirement with the ability to print a report of the impacted assets and their assigned data stewards.

Impact analysis can be launched from InfoSphere Metadata Workbench, as shown in Figure 12-3.

Figure 12-3 View of impact analysis
12.2 Support for InfoSphere DataStage and InfoSphere QualityStage jobs

The analysis services for IBM InfoSphere Metadata Workbench can analyze and infer relationships and links between InfoSphere DataStage and InfoSphere QualityStage jobs and the data sources that those jobs are reading from or writing to.

When parameters are used, the relationships can only be known from the job at run time. You can use that runtime information and blend with the design information to provide the most robust and accurate representation.

The analysis services form the backbone for data lineage, business lineage, and impact analysis reports.

12.2.1 Design lineage

Design metadata is the information that is included within an InfoSphere DataStage and InfoSphere QualityStage job when it is developed. Such jobs can include environment parameters or job parameters in addition to the specific property values for each declared stage.

As a developer creates a job, this person builds the intended data flow from a particular source to a given target within that job. This flow includes any data lookup, filtering, or logging, as shown in Figure 12-4 on page 399.

InfoSphere Metadata Workbench analysis service investigates the design metadata to build relationships and links between the given InfoSphere DataStage and InfoSphere QualityStage job components and stages. Other information that the analysis service might use for the investigation include the source data (that is, the imported databases and data files) and job assets found within the InfoSphere metadata repository.
Design lineage and analysis refers to the projected flow of information across different InfoSphere DataStage and InfoSphere QualityStage jobs where the input and output of such jobs share a common source. The source does not need to reflect a physical data source that was previously imported into InfoSphere Information Server repository, but rather might reflect a reference based on the design information of the job. The parameters and connectors defined on the stage are used in determining such commonality. A projected InfoSphere Metadata Workbench design flow transverses InfoSphere DataStage and InfoSphere QualityStage jobs.
The design parameters (Figure 12-5) include the database or server connection name, database schema, database table, Structured Query Language (SQL) command, data file name, and data file location. The design parameters differ according to the job stage.

![Image of WHS_PRODUCT - ODBC Connector](image)

Figure 12-5  Job design parameters for reading database table information

The process for capturing design lineage includes the following tasks:

1. Importing the environment variables
2. Mapping the database aliases
3. Starting Manage Lineage Services
4. Starting manual binding
5. Maintenance and life cycle
Each of these tasks is explored in the following sections, except for step 5 regarding maintenance and the life cycle.

**Importing the environment variables**

InfoSphere DataStage and InfoSphere QualityStage jobs often include variables as references for various required parameters, including database name, server name, user name, and file locations. The use of such variables reduces error and promotes data reuse during job development. This usage also benefits the analysis services of InfoSphere Metadata Workbench.

Such variables can be defined locally within an InfoSphere DataStage and InfoSphere QualityStage job. They can also be defined within an InfoSphere DataStage and InfoSphere QualityStage project to be shared across multiple jobs. With the InfoSphere DataStage Administrator tool, global user and system variables, known as *environment variables*, can be declared for a given project. These variables are stored in the InfoSphere DataStage project file system. Such variables are beneficial in that a singular reference to a database storage system can be defined, assuring consistency and quality results.

InfoSphere Metadata Workbench analysis services require the variable names and values to reconcile and link the InfoSphere DataStage and InfoSphere QualityStage job with the referenced data sources.

The IBM InfoSphere Metadata Workbench includes a procedure that reads the environment variables that are defined for InfoSphere DataStage and InfoSphere QualityStage projects. This procedure then stores the values within the InfoSphere Information Server repository for use by the InfoSphere Metadata Workbench analysis services. The procedure is installed by default when you install InfoSphere Metadata Workbench. You must run this procedure for all InfoSphere DataStage and InfoSphere QualityStage projects where environment variables have been included.

The procedure is invoked as a shell script (the `ProcessEnvVariable.sh` shell script) or Microsoft Windows batch file and requires the passing of parameters when it is run. You must schedule the procedure to run regularly to ensure availability of the added or modified variables.
Running the environment variables import script

To run the import script from a Linux or UNIX shell command, use the script shown in Example 12-1.

Example 12-1 Environment variables procedure script

```
cd /opt/ibm/InformationServer/ASBNode/bin ./ProcessEnvVariable.sh -dir
../../Server/Projects/myProject -dom localhost -port 9080 -u username -p password
```

Figure 12-6 shows the results of running the script.

```
[root@is85v1rt64 bin]# cd /opt/IBM/InformationServer/ASBNode/bin
[root@is85v1rt64 bin]# ./ProcessEnvVariables.sh -dir ../../../Server/Projects/dstage1 -dom localhost -port 9080 -u isadmin -p isadmin
retrieved 0 results
Parsed Env Variable Definition - DSIPC_OPEN_TIMEOUT
Parsed Env Variable Definition - APT_DEFAULT_TRANSPORT_BLOCK_SIZE
Parsed Env Variable Definition - APT_LATENCY_COEFFICIENT
Parsed Env Variable Definition - APT_BUFFERING_POLICY
Parsed Env Variable Definition - APT_BUFFER_MAXIMUM_TIMEOUT
Parsed Env Variable Definition - APT_BUFFER_FREE_RUN
Parsed Env Variable Definition - APT_CHECKPOINT_DIR
Parsed Env Variable Definition - APT_Clobber_OUTPUT
Parsed Env Variable Definition - APT_CONFIG_FILE
Parsed Env Variable Definition - APT_COPY_TRANSFORM_OPERATOR
Parsed Env Variable Definition - APT_DBNAME
Parsed Env Variable Definition - APT_DISABLE_COMBINATION
Parsed Env Variable Definition - APT_DUMP_SCORE
Parsed Env Variable Definition - APT_EXECUTION_MODE
Parsed Env Variable Definition - APT_IO_MAXIMUM_OUTSTANDING
Parsed Env Variable Definition - APT_IOMGR_CONNECT_ATTEMPTS
Parsed Env Variable Definition - APT_MONITOR_MINTIME
Parsed Env Variable Definition - APT_MONITOR_SIZE
Parsed Env Variable Definition - APT_MONITOR_TIMER
Parsed Env Variable Definition - APT_MSG_FILELINE
```

Figure 12-6 Running the import environment variables script

Parameters of the environment variables import script

The environment variables import script uses the following parameters:

**Project Folder Name** The full name of the InfoSphere DataStage project folder. The default location of the project folder is `/Server/Projects` within the installation directories of the InfoSphere Information Server domain tier. This folder contains individual subfolders for all InfoSphere DataStage and InfoSphere QualityStage projects that have been defined within this domain. The parameter must reference the name of the project folder and its complete or relative path.
Host
The computer name or address where WebSphere Application Server was installed. This information can also be taken from the URL of InfoSphere Information Server Web Console.

Port
The communication port with which the host is communicating. This information can also be taken from the URL of InfoSphere Information Server Web Console.

Username
An InfoSphere Information Server user, defined within InfoSphere Information Server Web console. The user requires the suite role.

Password
The password credentials for the user.

Mapping the database aliases
InfoSphere DataStage and InfoSphere QualityStage jobs define data connections, such as Open Database Connectivity (ODBC) connectors, to access database storage systems when reading or writing information. Figure 12-7 shows an example for an ODBC connector.

Figure 12-7 Sample InfoSphere DataStage job referencing an ODBC data source
A database Alias references data connections and maps those connectors to the represented host system and database that is imported into InfoSphere Information Server. The IBM InfoSphere Metadata Workbench uses such references in determining the links and associations between InfoSphere DataStage and InfoSphere QualityStage jobs and the data sources.

Database aliases are mapped within InfoSphere Metadata Workbench.

To create database alias mapping, complete these steps:

1. From the left navigation pane, on the Advanced tab, click Manage Lineage.

2. In the Manage Lineage pane (Figure 12-8), click the Database Alias Mapping icon from the toolbar.

3. In the Manage Database Alias pane, click Add to browse and select a corresponding database asset to map to the selected alias.
4. In the Database Alias pane (Figure 12-9; where you can select a database), complete these steps:
   a. Enter the name, or partial name, of the database to be mapped to the alias. Click **Find** to return a list of matched results.
   b. Select the requested database, and click **Select** to assign the database to the alias.

![Figure 12-9 Database Alias pane](image)

5. Click **Save** to complete the process.

The IBM InfoSphere Metadata Workbench includes such relationships between the InfoSphere DataStage and InfoSphere QualityStage jobs and database tables when rendering data lineage and impact analysis reports.

**Starting Manage Lineage Services**

Manage Lineage Services is a set of analyses that scan and read the metadata from all InfoSphere DataStage and InfoSphere QualityStage jobs for the selected projects. The service attempts to link the input and output stages to the previously imported data source assets, database tables, data file elements, or other InfoSphere DataStage jobs. A link is created when the property or parameter values of the stage match the data source name. Further columns defined within the stage are matched to database fields or data file attributes when the column names match.

With InfoSphere DataStage jobs, you can generate the default SQL or define custom SQL statements for reading and writing data sources. The analysis service parses all SQL statements to extract database schema, owner, table, and column information. In some cases, it is possible that the analysis service is unable to parse SQL statements. In such cases, InfoSphere Metadata Workbench offers manual binding services.
Database aliases referenced within InfoSphere DataStage jobs must previously have been mapped by using the Database Alias mapping service of InfoSphere Metadata Workbench. These aliases are used when defining a connection between an InfoSphere DataStage job and a database system, such as through an ODBC connection. In such cases, the connection defined on the job is a reference to the physical database table that has been imported into InfoSphere Information Server.

Cross-job data lineage is accomplished when the input of a given job is matched to the output of another job. In some cases, the jobs are linked to a previously imported data source. When such a data source has not been imported, these jobs are linked directly, as shown in Figure 12-10.

The Manage Lineage Services of InfoSphere Metadata Workbench can analyze a single InfoSphere DataStage and InfoSphere QualityStage project or multiple projects. InfoSphere DataStage projects that have not been selected are not analyzed, and previous analysis results and linkages are removed.
Project selection is beneficial when multiple projects have been defined, including non-development or archived projects for which there is no requirement to provide data lineage and impact analysis reports.

To start Manage Lineage Services, complete these steps:

1. From the left navigation pane, on the Advanced tab, select Manage Lineage Services.
2. In the Manage Lineage Services pane, select the InfoSphere DataStage project on which to invoke the service. Then click Run to complete the process, which might take some time to complete.

When invoking the service, only those InfoSphere DataStage and InfoSphere QualityStage jobs or data sources that have been created or modified since the previous analysis are scanned. Therefore, when initially selecting a project, the analysis service can run for several minutes, depending on the number of jobs and the complexity of each job, where, subsequent analysis completes more quickly.

The service can be started from within InfoSphere Metadata Workbench or as a shell script or Windows batch file. The service must be regularly scheduled to ensure current and accurate information and resulting data lineage and impact analysis reports.

**Starting manual binding**

The IBM InfoSphere Metadata Workbench includes the ability to manually bind an InfoSphere DataStage and InfoSphere QualityStage job to a different job or to a previously imported database or data file asset. Manual binding might be required several reasons, including when custom stages are defined for reading or writing to the data sources.

The links created by manual binding are included when generating data lineage analysis reports. Such links define the data flow between jobs, data sources, and BI reports.
Figure 12-11 shows an example of manual binding.

To start manual binding, complete these steps:

1. From the left navigation pane, on the Advanced tab, click Manage Lineage.
2. In the Manage Lineage pane, click the Stage Binding button ( ) from the toolbar.
3. In the Select a Job or Container pane (Figure 12-11), complete these steps:
   a. Select the type of asset that you want to bind. Select either Job or Shared container.
   b. Enter the name or partial name of the asset to be bound. Click Find.
   c. From the list of matched results, select the requested asset, and click Select.
4. From the list of the stages that can be bound (Figure 12-12), for a given stage, click **Add** to bind the stage.

![Figure 12-12 Stage binding mapping](image)

5. In the window that opens, select a job, database table, or data file:
   a. Select the type of asset to which you want to bind the stage. Select stage, database table, or data file element.
   b. Enter the name or partial name of the asset to be bound. Click **Find**.
   c. From the list of matched results, select the requested asset, and click **Select** to create a binding between the stage and selected asset.

6. Click **Save** to complete the process.

### 12.2.2 Operational lineage

Operational metadata explains how data was created or transformed rather than its intended design. It is further used to describe the events and processes that occur and when an InfoSphere DataStage and InfoSphere QualityStage job is run.

The following information about the job run is captured and available from InfoSphere Metadata Workbench, further benefitting users:

- When did the job run start and when did it complete?
- What was the job run status?
- How many rows were read or written?
- Which tables or files were read from or written to?
When investigating data lineage from a BI report, you can ascertain when the InfoSphere DataStage job last ran to update the data sources referenced by the report. Therefore, a user can determine the accuracy and quality of the BI report, (Figure 12-13).

Operational metadata is generated when an InfoSphere DataStage job is run. By using InfoSphere DataStage and InfoSphere QualityStage Administrator tools,
you can specify operational metadata to be generated for all jobs of a given project. Alternately, when running a specific InfoSphere DataStage job, you can indicate to also generate operational metadata as shown in Figure 12-14.

![Project Properties - ILSL-T61NEWS](image)

**Figure 12-14   InfoSphere DataStage Administrator project setting window**

Operational metadata is generated in the form of an XML file, which is created for each unique job run. The operational metadata files are saved to the file system of the InfoSphere DataStage engine in the IBM/Information Server/ASBNode/conf/etc/XmlFiles directory.

Operational metadata files must be imported into InfoSphere Information Server so that they can be shared and viewed within InfoSphere Metadata Workbench.

**Importing operational metadata**

Load the operational metadata files into InfoSphere metadata repository by using the provided import script. The procedure imports all operational metadata files and removes them from the file system of the engine.

The procedure is installed by default when installing the InfoSphere DataStage engine. The procedure is started as a shell script or Windows batch file and requires parameters when run. The procedure must be regularly scheduled to ensure the availability of operational metadata within InfoSphere Metadata Workbench.
Running the import script
To run the import script from a Linux or UNIX shell command, use the `RunImportStart` shell script shown in Example 12-2.

**Example 12-2 Import script**

```
cd /opt/ibm/InformationServer/ASBNode/bin ./RunImportStart.sh
```

No parameters are required when starting the procedure. However, you must set the server and user name credentials within the `runimport.cfg` file in the `/opt/IBM/InformationServer/ASBNode/conf` directory. Figure 12-15 shows the import after running the script.

![Figure 12-15 Import of operational metadata after running the RunImportStart.sh script](image)

After the metadata is imported into the repository, you must invoke the lineage services of InfoSphere Metadata Workbench to associate the operational run information with the corresponding InfoSphere DataStage job.

Employ proper lifecycle management to only capture, within InfoSphere Information Server repository, the current and necessary operational metadata.

### 12.3 Support for external processes

External processes, such as stored procedures and scripts, additionally extract, load, and transform data much in the same way as InfoSphere DataStage and InfoSphere QualityStage. Such processes must be documented and represented within InfoSphere Metadata Workbench to provide support for the required data flow and lineage reporting requirements, for enterprise metadata management, and for the information integration solution.

Extension mapping documents are a defined mapping between a source and target asset and can represent these processes. For more information about extension mapping documents, see Chapter 7, “Source documentation” on page 175.
12.4 Support for InfoSphere FastTrack mapping specifications

IBM InfoSphere FastTrack allows for the documentation and specification of data integration processes. Such specifications include the source and target assets, the intended business rule, applied function, and high-level description of the data transformation process. Furthermore, InfoSphere FastTrack allows for the assignment of glossary terms to the source or target asset. It additionally offers the ability to search glossary terms to find the relevant source and target assets.

The documentation is stored within a mapping specification document. The document acts in a similar way to extension mapping documents in InfoSphere Metadata Workbench. Therefore, the document contains data flow information that can benefit the users of InfoSphere Metadata Workbench when either viewing or analyzing information.

A user within InfoSphere Metadata Workbench can browse mapping specifications of InfoSphere FastTrack and view the detailed mapping between source and target assets. A user can also view the InfoSphere DataStage job that is generated from the specification.

InfoSphere Metadata Workbench also allows consideration of the documented data flow within the mapping specification when rendering data lineage reports. Data lineage depicts the flow of the data source to the target asset, as designed and implemented within the mapping specification of InfoSphere FastTrack.

A user within InfoSphere Metadata Workbench identifies which mapping specifications are considered for data lineage.

To identify mapping specifications, complete these steps:

1. From the left navigation pane, on the Advanced tab, click Manage Mapping Specification.

2. In the page, where you see the list of all InfoSphere FastTrack mapping specifications, complete the following tasks to filter the list to view only those mapping specifications that have (or have not been) included.
   a. Select the individual mapping specification documents to include. Alternately click Select All from the toolbar.
b. Choose one of the following options:

- Click **Include in Lineage** to consider all selected mapping specifications when rendering data lineage reports.

- Click **Exclude from Lineage** to not consider and display the documented source to target mapping when rendering data lineage reports.

Figure 12-16 shows the Manage Mapping Specification pane where you can filter the results.

![Manage Mapping Specification](image)

*Figure 12-16  Include mapping specifications for data lineage reports*
When complete, browsing a database table (Figure 12-17) shows, for example, the mapping specification that references the table as a source or target asset.

*Figure 12-17  Association of a database table to a mapping specification within IBM InfoSphere Metadata Workbench*
Data lineage reports (Figure 12-18) also include the data flow relationship as described in InfoSphere FastTrack.

![Diagram](image.png)

**Figure 12-18** Data lineage flow through a mapping specification document

### 12.5 Configuring business lineage

Business lineage offers a high-level view of a data flow, depicting the intersecting data sources. Such lineage provides business users and analyst an understanding of the data flow between source systems and consuming BI reports, so that they can validate the inclusion of such information.

By design, business lineage does not include the InfoSphere DataStage jobs, InfoSphere FastTrack mapping specifications, or extension mapping documents of InfoSphere Metadata Workbench. Such information is not necessary to satisfy the requirements of these users, but rather their interest in visualizing specific data sources.

With IBM InfoSphere Metadata Workbench, a user can configure which assets are included when rendering business lineage reports. Therefore, assets that do not feature within the integrated solution or that act as temporary storage areas can be hidden from the business lineage report.
With InfoSphere Metadata Workbench, the following asset types can be configured:

- Application
- BI Model
- BI Report
- Data File
- File
- Schema
- Stored Procedure Definition

When selecting an asset, all child assets are automatically included. For example, if you select a database schema to exclude from a business lineage, this action also excludes all database tables that are contained by the schema and all database columns that are contained by the tables.

A user within InfoSphere Metadata Workbench continues to be able to browse and view all assets, including assets that were excluded from business lineage. The settings do not affect data lineage nor analysis reports.

To identify mapping specifications, complete these steps:

1. From the left navigation pane, on the Advanced tab, click Manage Business Lineage.

2. From the list of application assets that is displayed, filter the list to display only those assets that are included for business lineage or those assets that are excluded from business lineage:
   a. Select the type of asset that you want to select and exclude from business lineage. The list of displayed asset refreshes.
   b. Select the individual assets to exclude from business lineage. Alternatively, click Select All from the toolbar to select all assets, or Select None to clear all assets.
   c. Choose one of the following options:
      - Click Exclude from Business Lineage to exclude and not display all selected assets when rendering business lineage reports.
      - Click Include for Business Lineage to include and display all selected assets.
Figure 12-19 shows the Manage Business Lineage pane with the filter set to Display all assets.

![Figure 12-19 Managing business lineage from InfoSphere Metadata Workbench](image)

### 12.6 Search and display

This section explains how to search and display information assets within InfoSphere Metadata Workbench.

#### 12.6.1 Information catalog

A user can browse and navigate information assets in InfoSphere Metadata Workbench. By browsing information, a user can visualize the context and structure of the information, in addition to easily navigating and viewing its details. Furthermore, right-clicking allows for specific actions that are available for the asset, including invoking data lineage or assignment to a glossary term.
From the left navigation pane, click **Browse** to view the assets (Figure 12-20). This view is also available when browsing to the home page of InfoSphere Metadata Workbench.

![Figure 12-20 Browse InfoSphere DataStage engine within InfoSphere Metadata Workbench](image-url)

**Engines**

Engines are the host of InfoSphere DataStage and InfoSphere QualityStage projects and reflect the location where the InfoSphere Information Server engine is installed. Projects contain InfoSphere DataStage and InfoSphere QualityStage jobs, routines, quality specifications, table definitions, and other such information.

Information is displayed according to the engine, project, and the folder structure as defined within the InfoSphere DataStage and InfoSphere QualityStage project. A developer can easily navigate the folders of a given project and select a job, viewing its details and inspecting its dependency upon data sources.
** Implemented data resources**
Data resources are the containers of databases and data files as created during the import process of such assets. Information is displayed according to the structure of the databases or data files. Databases include schemes, which further include tables and fields. Data files include data file structures and data file fields.

A user who navigates to a database table selects the database and database schema and views the contained columns of the table. The user further inspects the database table details, including profiling summaries, job, or mapping usage and term definitions.

**Logical data models**
*Logical data models* are the containers of logical entities and attributes. These models offer the design specification for physical models and implemented database systems. Logical data models are created during the import process of such assets.

Information is displayed according to the structure of the model, which further includes entities and attributes. A user who navigates to an entity selects the model and views the entity details, including the subject area and implemented database table.

**Physical data models**
*Physical data models* are the containers of design tables and columns and offer the implementation design for database systems. Physical data models are created during the import process of such assets.

Information is displayed according to the structure of the model, which further includes design tables and columns. A user who navigates to a design column selects the model and table and views the implemented database table, column type, and column length.

**Importing and exporting logical and physical data models:** You can use InfoSphere Metadata Asset Manager to import logical and physical data models into the metadata repository from design tools, such as InfoSphere Data Architect, CA Erwin, ER/Studio, and Sybase. You can use Import Export Manager to export logical and physical data models to InfoSphere Data Architect.

**Glossary**
Glossary categories define the structure and backbone of InfoSphere Business Glossary. Categories can contain additional categories or terms. A user can browse the structure of categories, understanding their semantic meaning and
definition. A user selects a category to view its contained or referenced terms, definition, and steward.

**Mapping projects**

Mapping projects are defined within IBM InfoSphere FastTrack and contain mapping specifications. Mapping specifications are the defined business logic documenting source to target data movement and can be used to generate InfoSphere DataStage jobs.

Information is displayed according to the project, mapping specification, and included mapping. Selecting a specification shows the source and target asset mapping and the generated InfoSphere DataStage job.

**BI reports and models**

BI reports allow for the distribution and display of information. BI servers are the container of reports. BI reports, servers, and models are created during the import process of such assets.

Information is displayed according to the structure of a BI server, which includes report packages, reports, and queries. A user navigating to a report browses the BI server and packages, selecting the report to view or the data flow to analyze.

**Applications**

Applications represent extended data sources that are documented and created within IBM InfoSphere Metadata Workbench. Applications contain object types, which further contain methods and parameters.

Information is displayed according to the structure of the application. A user who navigates to a parameter browses the application structure and selects the parameter to view more information.

**Stored procedure definitions**

Stored procedure definitions represent extended data sources that are documented and created in InfoSphere Metadata Workbench. Stored procedure definitions contain parameters.

Information is displayed according to the structure of the stored procedure definition. A user who navigates to a parameter browses the stored procedure structure and selects the parameter to view more information.

**Files**

Files represent extended data sources that are documented and created within InfoSphere Metadata Workbench. Files are displayed as a list of all such assets.
A user who navigates to a file browses the list of files and selects a file to view more information.

**Extension mapping documents**
Extension mapping documents represent the documented source to target mapping that is authored within InfoSphere Metadata Workbench. These documents are used to document data lineage. Extension mapping documents are stored in a folder so that mapping documents can be grouped according to project, area, and so on.

Information is displayed according to the defined folder structure, so that subfolders or extension mapping documents are shown. A user who navigates to an extension mapping document browses the folder hierarchy and selects a document to further analyze or view its details.

### 12.6.2 Find and search

A user of InfoSphere Metadata Workbench might want to quickly locate a particular asset, for further analysis or understanding. The Find feature helps a user to search all assets of a particular type, including adding contextual filters to further refine search results. The resulting list of assets can further be searched to precisely locate the relevant results.

**Searching an asset from the home page**
To search an asset from the home page, complete these steps:

1. Select the asset type that you want to search.
2. Enter the name or partial name on which to search.
Figure 12-21 shows the home page where you can search for an asset. A list of assets is returned based on the search criteria.

Performing a refined search with the advanced find function
To perform a more refined search by using the advanced find function, follow these steps:

1. Click the Advanced Find link to view the advanced find search options.
2. Select the asset type for the asset you want to search.
3. Enter the name or partial name on which to search.
4. Optional: Select Search Only in Asset Name to only search against the name of the asset. Otherwise the description fields are also searched.
5. Optional: Enter the name or partial name of the contextual items.

In the example shown in Figure 12-22, the selected asset type is a Database Table. A user can restrict the results by entering a name or partial name of the containing host, database, or schema.

![Advanced search for database table from InfoSphere Metadata Workbench](image)

**Figure 12-22** Advanced search for database table from InfoSphere Metadata Workbench

**Results**

Whether you use the home page or the advanced search function, a list of assets that matches the selected criteria is returned. Select any asset to further investigate or analyze the asset details. Right-click any asset to view a list of tasks, including the ability to invoke data lineage or assign to term.

From the result set, the user can also reposition and highlight the list of assets according to a particular term, by entering a term in the Jump To search field. Further, a user can navigate to a particular result page, print or save the results, and invoke any asset-specific actions, including assigning to term or assigning to steward.

**12.7 Querying and reporting**

This section explains how you can see reports and use ad-hoc query to obtain information.

**12.7.1 Reports**

Lineage reports detail the flow of information, where impact analysis reports detail the dependencies of information, in a graphical representation. A user can further investigate each individual asset or print a report of all included assets.
Reports can be filtered to display only detected relationships based upon design metadata, operational metadata, or user-defined mapping, which include extended data sources and InfoSphere FastTrack mapping specifications.

Graphical reports depict and display information by using the recognized icons of the data sources, BI reports, and jobs. You can start reports in one of the following ways:

► When viewing a list of items, right-click the item and select an item from the menu that opens. Analysis reports that are relevant to the object are displayed.

► When viewing an item, analysis reports that are relevant for that item are displayed in the right-navigation action pane (Figure 12-23).

Figure 12-23  Starting analysis reports from InfoSphere Metadata Workbench
The following reports are available:

- *Data lineage reports* (Figure 12-24) on the flow of information, from source to target, through InfoSphere DataStage jobs and extension mapping documents. All analysis on data relationships, design, and operational and user-defined data are included by default in the report.

![Sample data lineage from InfoSphere Metadata Workbench](image)

*Figure 12-24  Sample data lineage from InfoSphere Metadata Workbench*

- *Business lineage reports* on the intersection of data sources, such as database tables, data files and BI reports, as they flow from source to target.

- *Impact analysis reports* on which assets depend on a particular item.
- Model view reports (Figure 12-25) on the interdependency between logical, physical, and implemented database tables, depicting their implementation relationships.

![Figure 12-25 Sample model view from InfoSphere Metadata Workbench](image-url)
Graph view reports (Figure 12-26) on the relationships of a specific asset, such as assigned terms, mapped data sources, or container assets. Select any asset to traverse the relationships and to view the asset details.

![Sample graph view of a database table in InfoSphere Metadata Workbench](image)

When selecting any analysis report, a graphical display of the data flow or impact analysis is immediately displayed, depicting the source or impacted data sources, and the target or impacted BI reports.
12.7.2 Querying

With InfoSphere Metadata Workbench, casual users can create ad-hoc reports or queries against the information of InfoSphere Information Server. Administrators can further publish such queries, making them available for all users of InfoSphere Metadata Workbench.

Several prebuilt queries are delivered with InfoSphere Metadata Workbench. With these queries, a user can easily report on InfoSphere DataStage jobs, BI reports, and database or model assets.

Figure 12-27 shows the window where you build the query.

To build a query, complete the following steps:

1. From the home page of InfoSphere Metadata Workbench, click Query. Select the New Query link.

   Alternatively, from the left navigation pane, on the Discover page, click New Query.

2. Select the asset type of information that you want to query. For example, select a database table to query upon the description, term assignment, and dependent job of the table.
3. From the list of available properties, select the properties to include within the query results.
   a. Double-click a property, or select a property and click the Add button to include the selected items.
      The list of available properties also includes relationships. You can expand relationships to browse and selects its properties. In this example, a database table includes glossary terms.
   b. Expand the property to select and include the properties of a term, including the description or category.

4. Manage the view of the properties (Figure 12-27 on page 429):
   – Click Move up or Move down to re-order the display of the properties.
   – Click Rename to alter the display name of the output column header.
   – Click Remove to remove a property from the output display.

5. Select the Criteria tab to add conditions that limit the results of the query. From the toolbar menu, click Add New Condition.

   By default, all conditions must match so that the query returns results. Click All to change this logic to return results if any of conditions match. For example, query on all database tables of a particular schema or of multiple schemes. Figure 12-28 on page 431 shows the Criteria tab where you can add conditions to your criteria.

   Conditions can be nested, as necessary. Multiple values can be evaluated for a property. The following conditions can be used to evaluate a property:
   – Contains or Does Not Contain
   – Contains any Word
   – Begins With or Does Not Begin With
   – Ends With or Does Not End With
   – Is or Is Not
   – Equals or Does Not Equal
6. Click **Run** to execute and display the query results.

7. Click **Save** to save the query for future use. Upon saving, enter a description to identify the usage and output of the query.

An administrator of InfoSphere Metadata Workbench can then publish the query, enabling all users of InfoSphere Metadata Workbench to execute this query. Queries that are not published are only visible to the user who created them.

Figure 12-29 shows a query result.
For additional instructions and details about building a query, see InfoSphere Metadata Workbench online help.

12.8 Conclusion

To conclude this book, it is critical for companies to manage their metadata for information governance. Metadata management means providing the tools, processes, and environment to enable companies to easily and conveniently locate and retrieve information about their data with trust.

Many companies have some form of information integration solutions that integrate data from a disparate source system to one location, to generate reports and analysis that help them to make business decisions and set the right business strategy. During this type of implementation process, it is even more important to provide metadata management. This practice ensures that the reports and analysis you get from the solution are from the right data sources and contain the complete set of required data, with quality and accuracy.

IBM InfoSphere Information Server helps companies to achieve this goal and other business objectives and initiatives. It provides a single, unified platform and a collection of product modules and components so that companies can understand, cleanse, transform, and deliver trustworthy and context-rich information.
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What do you know about your data? And how do you know what you know about your data?

Information governance initiatives address corporate concerns about the quality and reliability of information in planning and decision-making processes. Metadata management refers to the tools, processes, and environment that are provided so that organizations can reliably and easily share, locate, and retrieve information from these systems.

Enterprise-wide information integration projects integrate data from these systems to one location to generate required reports and analysis. During this type of implementation process, metadata management must be provided along each step to ensure that the final reports and analysis are from the right data sources, are complete, and have quality.

This IBM Redbooks publication introduces the information governance initiative and highlights the immediate needs for metadata management. It explains how IBM InfoSphere Information Server provides a single unified platform and a collection of product modules and components so that organizations can understand, cleanse, transform, and deliver trustworthy and context-rich information. It describes a typical implementation process. It explains how InfoSphere Information Server provides the functions that are required to implement such a solution and, more importantly, to achieve metadata management.

This book is for business leaders and IT architects with an overview of metadata management in information integration solution space. It also provides key technical details that IT professionals can use in a solution planning, design, and implementation process.